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Abstract In this paper, we propose a novel optical flow for-
mulation for estimating two-dimensional velocity fields from
an image sequence depicting the evolution of a passive s-
calar transported by a fluid flow. This motion estimator relies
on a stochastic representation of the flow allowing to incor-
porate naturally a notion of uncertainty in the flow measure-
ment. In this context, the Eulerian fluid flow velocity field
is decomposed into two components: a large-scale motion
field and a small-scale uncertainty component. We define
the small-scale component as a random field. Subsequent-
ly, the data term of the optical flow formulation is based on
a stochastic transport equation, derived from the formalism
under location uncertainty proposed in Mémin (2014) and
Resseguier et al. (2017a). In addition, a specific regulariza-
tion term built from the assumption of constant kinetic en-
ergy involves the very same diffusion tensor as the one ap-
pearing in the data transport term. Opposite to the classical
motion estimators, this enables us to devise an optical flow
method dedicated to fluid flows in which the regularization
parameter has now a clear physical interpretation and can
be easily estimated. Experimental evaluations are presented
on both synthetic and real world image sequences. Result-
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s and comparisons indicate very good performance of the
proposed formulation for turbulent flow motion estimation.

1 Introduction

With the development of technology, motion estimation tech-
niques are becoming increasingly important in the study of
fluid dynamics. Extracting the velocity fields from image se-
quences, whether provided by experimental facilities or me-
teorological and oceanographical satellites, allows the re-
searchers to get a deeper insight into the complex and un-
steady fluid flow velocity fields.

Among the flow visualization techniques, particle image
velocimetry (PIV) is the most commonly used to estimate
velocity fields from images. Small particles are seeded into
the flow. A laser sheet illuminates the flow domain, then suc-
cessive images with fluorescent particles are recorded by a
camera. Eventually, by searching the maximum of the cross-
correlation between two interrogation windows of an image
pair, the displacement vectors of the investigated flow are
obtained. Such a correlation-based PIV technique is well-
established and widely-used. A thorough description on ad-
vanced PIV principles can be found in the text book (Raffel
et al., 2007).

Despite its simplicity and efficiency, there are several
limitations of cross-correlation (CC) PIV. For instance, the
spatial resolution of the resulting velocity field mainly de-
pends on the size of the interrogation windows. Large win-
dow size leads to motion fields with low resolution and with
no small-scale structures. Furthermore, the correlation-based
techniques are in general not suitable for scalar diffusion
pictures such as laser induced fluorescence (LIF) images,
which exhibit large areas with low photometric gradients,
where the correlation peak is hard to estimate correctly by
CC techniques.
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In recent years, optical flow computation has been con-
sidered as a promising alternative to supplement tradition-
al cross-correlation techniques in such a context. First pro-
posed by Horn and Schunck (1981), optical flow has been
intensively studied in the computer vision community, and a
huge number of variations and improvements have been pre-
sented in the literature, such as Black and Anandan (1996),
Mémin and Pérez (1998), Brox et al. (2004), Bruhn et al.
(2005), Sun et al. (2010). All these methods rely on the fun-
damental assumption of a brightness conservation along a
point trajectory:

d f
dt

=
∂ f
∂ t

+∇ f ···ω = 0. (1)

In this transport equation, referred to as the optical flow con-
straint (OFC) equation, ∇ denotes the gradient operator in
two dimensional directions, f and ω the intensity of the im-
age and the motion field, respectively. For dense optical flow
approaches, the OFC equation is associated with a spatial
coherency assumption (Horn and Schunck, 1981), in order
to cope with the underconstrained vectorial estimation prob-
lem associated with this scalar equation – so called the aper-
ture problem in the computer vision literature. A weighting
coefficient balances these two terms in the optic-flow energy
functional.

Compared to the cross-correlation PIV approaches, which
provide sparse motion measurements, optical flow methods
enable to estimate dense velocity fields. These latter tech-
niques thus potentially lead to motion fields with finer de-
tails. In addition, the OFC equation (1) can be considered
as an evolution law describing the transportation of a fluidic
scalar by a motion field. This property allows to combine
various physical constraints more easily, and also to direct-
ly deal with images of a transported scalar instead of parti-
cle images. Comparisons between the optical flow and the
cross-correlation methods in extracting velocity fields from
particle images have been presented in Liu et al. (2015). De-
spite their differences, PIV and optical flow estimators both
rely on a strong smoothing constraint – either implicitly giv-
en through a locally constant velocity in PIV or explicit-
ly formulated through the regularization smoothing term in
optic-flow methods. This constraint even formulated in a flu-
id flow context (Corpetti et al., 2006) is difficult to interpret
physically. Even worse, the solution highly depends on the
weighting coefficients chosen (corresponding to the interro-
gation window size in PIV).

The original Horn and Schunck (HS) formulation has
been extended in various ways in order to cope with fluid
motion estimation. One of the earliest attempts can be traced
back to Quénot et al. (1998), where an optical flow tech-
nique with dynamic programming constraints was applied
to particle image velocimetry. Ruhnau et al. (2005) proposed
a multi-resolution variational optical flow approach for par-
ticle images as well. Corpetti et al. (2002, 2006) presented

a fluid-flow dedicated formulation based on the integrated
continuity equation (ICE) and a second-order div-curl regu-
larizer, that can preserve better the divergence and the vor-
ticity of the flow. Liu and Shen (2008) discussed exhaus-
tively the relation between optical flow and fluid flow, and
suggested to use the projected motion equation. Heitz et al.
(2008) applied the generalized transport equation, and com-
bined cross-correlation with optical flow approach to make
the estimation more robust. Among the recently-developed
techniques, optical flow is also formulated in the forms of or-
thogonal decomposition (Yuan et al., 2007; Stapf and Garbe,
2014), wavelet expansion with a higher-order regularization
term (Dérian et al., 2013; Kadri-Harouna et al., 2013), opti-
mal control scheme (Papadakis and Mémin, 2008) or Bayesian
stochastic filtering approach (Cuzol and Mémin, 2009; Be-
you et al., 2013; Papadakis et al., 2010). A review which
provides more descriptions and comparisons of different es-
timation techniques is presented by Heitz et al. (2010).

Despite a great research effort, turbulence modeling and
measurement is still a very challenging issue in experimen-
tal fluid mechanics. Realistic turbulent flows contain small-
scale structures that are significant for energy and mass trans-
port. However, these sub-grid scales are rubbed out through
the regularization term. The small-scale effects are in ad-
dition not taken into account in the OFC equation. This is
all the more prejudicial to an accurate estimation when the
image grid or the frame rate corresponds to a large-scale res-
olution of the fluid flow – such as in the case of oceanic or
atmospheric satellite images. Therefore, in order to estimate
the motion of turbulent flows from images, turbulence mod-
els should be specifically introduced. So far, there have been
only few works that addressed this challenge. Cassisa et al.
(2011) replaced the optical flow constraint with a sub-grid
transport equation by introducing an eddy-diffusivity model.
However, the diffusion coefficient of the transport equation
is fixed and selected empirically. Instead, Chen et al. (2015)
suggested to apply a structural sub-grid model with an ed-
dy viscosity for computing the small-scale diffusion term.
The work of Chen et al. (2015) improves the estimation re-
sults. These works indicate that the combination of turbu-
lence models and the variational optical flow schemes is a
very promising direction. Let us however outline that these
approaches still highly depend on a regularization parame-
ter whose value is difficult to fix and which has no direct
physical interpretation. Note also that a second parameter
weighting the considered turbulence model is added in the
data model. Though this parameter has generally a precise
form fixed from an isotropic turbulence assumption (Lilly,
1966), the precise value of this parameter is difficult to fix
in practice.

In this paper, we aim at proposing a novel formulation
for turbulent fluid motion estimation with a different strate-
gy. The main ideas and contributions of this work consist in
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reformulating the optical flow estimation problem through
the introduction of uncertainties and the modeling under lo-
cation uncertainty. As derived by Mémin (2014), the Euleri-
an velocity of a flow is decomposed into a large-scale com-
ponent and a rough small-scale turbulent component. The
latter one, specified as a random field and referred to as lo-
cation uncertainty, gives rise to a modified transport equa-
tion (Resseguier et al., 2017a) obtained from a stochastic
expression of the Reynolds transport theorem (Crisan et al.,
2017; Mémin, 2014). A similar expression could be as well
obtained from a variational principle (Holm, 2015). The re-
sulting stochastic optical flow constraint equation includes
directly in its representation the effects of the small scales.
Another constraint on the kinetic energy enables us to inter-
pret the regularization term as a physical constraint. As we
will demonstrate in this paper, all the parameters involved in
this optical flow model can be optimally set. The resulting
estimator can be hence finally considered as a parameter-
free approach. There is no need to resort the inescapable and
cumbersome tuning of the smoothing-parameter associated
to classical motion estimation cost functions.

The rest of this paper is organized as follows. In Section
2, the optical flow formulation under location uncertainty is
derived in detail. Then the implementation settings and min-
imization scheme are described in Section 3. Experimental
evaluations on synthetic images and real data are demon-
strated in Section 4 and Section 5, respectively. Compar-
isons with other fluid motion estimation techniques are also
given in these sections. Eventually, conclusion is discussed
in Section 6.

2 Methodology Description

2.1 Stochastic transport

Let xt = (x,y)T (xt ∈R2) denote the position of a particle in
the two-dimensional (2D) domain Ω at time step t. To derive
the transport under location uncertainty, we follow the basic
assumption that the Eulerian velocity field of turbulent flow
consists of a smooth velocity component ω(x, t) = (u,v)T

and a small-scale random velocity component termed uncer-
tainty. Accordingly, the Lagrangian stochastic displacement
regarding the trajectory xt reads:

dxt = ω(xt , t)dt +σ(xt , t)dBt , (2)

or in an integral form

xt = xt0 +
∫ t

t0
[ω(xs,s)ds+σ(xs,s)dBs] . (3)

Note that (2) is a stochastic differential equation and (3) is
one of the integral representations among many, i.e., the Ito
integral. This expression involves a multidimensional ran-
dom function, Bt , that can be interpreted as a white noise

process in space and a Brownian process in time. The spatial
correlations of the velocity uncertainty are specified through
a diffusion operator σ(x, t) defined through the matrix ker-
nel σ̆(·, ·, t) for any vectorial function fff (n-dimensional) as:

σ(x, t) fff ,
∫

Ω

σ̆(x,z, t) fff (z, t)dz. (4)

Therefore, it can be seen that this operator is a matrix map-
ping from Rn into R2 at point x. In a motion estimation
context, the flow velocity field is assumed constant between
two successive image frames. Then without loss of gener-
ality we can safely ignore the time variable of ω(x, t) and
σ(x, t):

dx = ω(x)dt +σ(x)dBt , (5)

where dx = xt −xt−1 represents the displacements of parti-
cles between two successive images. The uncertainty com-
ponent, σ(x)dBt , representing the small-scale velocity will
be assumed to be incompressible (i.e., ∇ ···σ(x)dBt = 0) in
this paper. This component is a Gaussian random function
correlated in space and uncorrelated in time. The covariance
tensor of the uncertainty component σdBt (namely correla-
tion tensor at different locations within the physical domain
- x and x′) reads:

Q =Cov(x,x′), E
[
(σ(x)dBt)(σ(x′)dBt)

T ]
=
∫

Ω

σ̆(x,z)σ̆(z,x′)dz dt

= σ(x)σT (x′) dt,

(6)

whereE
[
(dBt)(dBt)

T
]
= dt. The diagonal of the covariance

tensor, aaa, is referred to as the variance tensor:

aaa(x), σ(x)σT (x) =
∫

Ω

σ̆(x,z)σ̆(z,x)dz =
Cov(x,x)

dt
. (7)

Note that aaa is actually defined by the single-point covari-
ance of the small-scale displacement. It is a 2×2 symmetric
positive definite matrix for each spatial point x in the phys-
ical domain Ω . The trace of these matrices represents (up
to a decorrelation time) the turbulent kinetic energy. Given
the uncertainty formalism, we now consider that a conserved
scalar quantity f is transported by a motion field under lo-
cation uncertainty introduced above. Then the conservation
law reads:

f (xt +dxt , t +dt) = f (xt , t). (8)

As f is a random function, its material derivative Dt f ,
d( f (x, t)), which involves the composition of two stochastic
processes, can be derived from the stochastic calculus (Ito-
Wentzell formula). Before giving the expression of the mate-
rial transport equation Dt f , we first introduce the stochastic
transport operator defined as follow:

Dt f = dt f +∇ f ··· (ω∗dt +σdBt)−
1
2

∇ ··· (aaa∇ f )dt, (9)
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where dt f stands for the time increment of the (non differ-
entiable) quantity f : dt f = f (x, t + dt)− f (x, t) and ω∗ is
the modified large-scale velocity that takes into account the
inhomogeneity of the small-scale noise. It is given by

ω
∗ = ω− 1

2
(∇ ···aaa)T . (10)

This velocity corresponds to a correction of the large-scale
velocity by a small-scale velocity component induced by the
small scales inhomogeneity. The induced statistical velocity
(∇ ··· aaa) is a drift going from the variance tensor maxima to
the variance tensor minima. It is related to a phenomenon
called turbophoresis in inhomogeneous turbulence. For ho-
mogeneous turbulence model this term does not come into
play (as aaa is constant).

The transport operator Dt f is directly related to the ma-
terial derivative Dt f . Explicit link between them is presented
in Resseguier et al. (2017a), here we give the conclusion. In
the general case the former has always an explicit expres-
sion whereas the latter has a clear physical meaning but no
explicit expression. However, for an incompressible random
term (∇ ···σdBt = 0) and when the quantity is transported or
conserved within a material volume (such as the mass), both
operators coincide (Resseguier et al., 2017a):

Dt f =Dt f

= dt f +∇ f ··· (ω∗dt +σdBt)−
1
2

∇ ··· (aaa∇ f )dt,

= dt f +
[

∇ f ···ω∗− 1
2

∇ ··· (aaa∇ f )
]

dt +∇ f ···σdBt .

(11)

This formulation has been used to derive several stochastic
representations of geophysical fluid dynamics (Resseguier
et al., 2017a,b,c). Compared to the deterministic material
derivative, several additional terms related to the uncertainty
random field are now involved. As mentioned previously, the
scalar is advected by a modified drift ω∗. A transport by the
small scale component is also visible in the last right-hand
side term of (11). The uncertainty term has also a mixing ef-
fect on the large-scale motion through a diffusion term along
the proper directions of the variance tensor (third term of the
right-hand side of (11)). In the next section this expression
of the material derivative enables us to derive an optical flow
constraint under location uncertainty.

2.2 Data term based on stochastic model

From the previous stochastic transport equation, a novel ob-
servation term for optical flow estimation can be proposed.
Hereafter, the conserved quantity f is assumed to be pro-
portional to the image intensity. Since the Brownian random
terms have zero mean, one can take the expectation of (11)

to derive the mean scalar advection, namely

E(Dt f ) = E
[

dt f +
(

∇ f ···ω∗− 1
2

∇ ··· (aaa∇ f )
)

dt
]

=

[
∂tE( f )+∇E( f ) ···ω∗− 1

2
∇ ··· (aaa∇E( f ))

]
dt

(12)

The data term of the motion estimation cost function can be
set as the variance of the luminance variation:

edata =E[(Dt f −E(Dt f ))2]

≈
∫

Ω

[
dt f +

(
∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f )

)
dt
]2

dx

−
∫

Ω

β
2 [(∇ f )T aaa(∇ f )dt

]
dx.

(13)

The derivations in (13) are thoroughly given in Appendix
A, where an additional coefficient β has to be fixed or es-
timated. An estimator of this coefficient is provided in Ap-
pendix A. As all the quantities involved are assumed to be
constant in time between two consecutive images, dt is re-
placed by the time interval between the two frames and non-
dimensionalized to 1. If the investigated flow is fully re-
solved or contains no location uncertainty (i.e., the variance
factor of the uncertainty component aaa = 0), the simplified
version of (13) boils down exactly to the classical optical
flow constraint equation. The data model is the sum of two
quadratic terms. The first one has the form of a modified
OFC equation. This new brightness consistancy model in-
cludes a modified drift and a diffusion of the image bright-
ness. The modified drift and the diffusion represents the un-
resolved scales action on the velocity field. They are driven
respectively by the divergence and the proper directions of
the variance tensor. As for the second term, it can be ob-
served that it corresponds to a weighting of the scalar en-
ergy dissipation. It can be thus seen as the measure of the
mean scalar energy evolution on the time interval between
two consecutive images.

2.3 Regularization term dedicated to stochastic transport

Generally, the regularization term in motion estimation cost
functionals is set from a regularity condition on the solu-
tion. In general, such assumption is difficult to relate to kine-
matical or dynamical properties of the flow. In this section,
we derive a spatial regularizer ensuing from an energy con-
servation assumption, which will be combined with (13) to
form the final objective functional. Based on the stochas-
tic transport presented in Section 2.1, a stochastic represen-
tation of the Navier-Stokes equations has been derived in
Mémin (2014). By neglecting the external forces, the dy-
namics of the stochastic flow (namely momentum equation
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under location uncertainty) has the following expression:

∂ωi

∂ t
+(ω∗ ···∇)ωi−

1
2

∇ ··· (aaa∇ωi) = 0, (14)

where ω∗ and aaa are defined in the same way as (11), and i
stands for the component of x-direction or y-direction, i.e.,
ωi = u or v. An inner product with the velocity of equation
(14) followed by integrations by parts provides the kinetic
energy evolution:

∂

∂ t
Ekin =

1
2

∂

∂ t
‖ω ‖2

2=−
1
2

∫
Ω

∑
i

[
(∇ωi)

T aaa(∇ωi)
]

dx. (15)

In order to obtain a transformation from one image to the
subsequent one that tends to conserve the kinetic energy, we
can expect the norm appearing in the right-hand-side of (15)
to be as small as possible, i.e.,

ereg =
1
2

∫
Ω

[
(∇u)T aaa(∇u)+(∇v)T aaa(∇v)

]
dx. (16)

We may remark that the regularizer (16) is the same as the
usual gradient penalizer when the small-scale diffusion ten-
sor, aaa, is the identity. Therefore, the classical gradient s-
moothing penalization can be interpreted as derived from a
homogeneous divergence-free uncertainty random field (Mémin,
2014). This basic model yields a smoothing with no pref-
erential direction. With an inhomogeneous variance tensor,
this regularization term can be considerably enriched to drive
the diffusion toward meaningful directions.

Remark 1 It is necessary to discuss here the unit of the co-
variance factor aaa. According to the principle that different
terms in a physical equation should have the same unit, we
now examine the units of the different terms in the momen-
tum transport equation (14). By letting dgc denote the unit
of function g, we have:

d∂ω

∂ t
c= L

T 2 ,

where L and T denote the basic units of length and time,
respectively. That means the unit of the third term in (14)
should satisfy:

d∇ ··· (aaa∇ω)c= daaac ··· d∆ωc= daaac ··· 1
T L

=
L

T 2 .

Hence, we obtain

daaac= L2

T
, (17)

which could have been obtained directly from the variance
tensor definition. Furthermore, by substituting (17) into the
data term (13) and the regularization term (16) discussed
above, we have:

dedatac=
I2

T 2 , deregc=
L2

T 3 , (18)

where I denotes the basic unit of the intensity, and in prac-
tice, the unit of time is non-dimensionalized with the time d-
ifference between two consecutive images and therefore set
to 1. To balance these two terms, a weighting coefficient λ

with unit I2T
L2 must be introduced.

Gathering the data term and the regularization term, the final
energy function we will consider in this work reads:

J =edata +λereg

=
∫

Ω

(
dt f +∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f )

)2

dx

−
∫

Ω

β
2(∇ f )T aaa(∇ f )dx

+λ

∫
Ω

1
2
[
(∇u)T aaa(∇u)+(∇v)T aaa(∇v)

]
dx,

(19)

where λ is a positive weight coefficient. In traditional opti-
cal flow methods the weighting parameter balancing the data
term and the regularizer is a very sensible parameter that is
difficult to tune. In general, the accuracy of the results high-
ly depends on the value of λ . In practice, this parameter is
fixed manually on a successive trial basis. The tuning pro-
cedure is all the more difficult since λ is not related to any
physical quantity such as the motion amplitude, or a char-
acteristic value of the intensity function or of its gradients.
In this paper, by dimensional analysis of the objective func-
tional (discussed in Remark 1), we find that λ should have
the unit of I2

L2 (the unit of time is set to 1). That means λ can
be related to the gradient of image intensity. Therefore, from
this point of view, one possible choice consists to formulate
λ as:

λ =
1
Ω

∫
Ω

(dt f )2

(Lmax)2 dx, (20)

where Lmax represents the length scale in the images, which
is given by the maximum magnitude of the apparent dis-
placements.

2.4 Uncertainty model

As previously mentioned, there is possibly a lot of degrees
of freedom to define the tensor aaa, which appears both in the
data term and in the regularization term. This opens possi-
bilities to estimate eventually the parameters associated to a
given variance model. In this study, in order to demonstrate
the potential of this formalization we will consider a sim-
ple isotropic divergence free model. This condition leads to
a constant uncertainty for the whole domain between two
successive samples, i.e.,

aaa(x) = αI2 = const.,



6 Shengze Cai et al.

where I2 is the 2×2 identity matrix, hence ∇ ···aaa(x) = 0 and
then ω∗ = ω due to (10). Therefore, in this case the stochas-
tic transport equation (11) can be simplified as follow:

Dt f =Dt f = dt f +
(

∇ f ···ω− 1
2

α∆ f
)

dt +∇ f ···σdBt = 0,

(21)

where ∆ is the Laplacian operator. Likewise, the energy func-
tional for optical flow computation, simplified from (19),
can be obtained:

J =
∫

Ω

[(
dt f +∇ f ···ω− 1

2
α∆ f

)2

−β
2
α|∇ f |2

]
dx

+
∫

Ω

1
2

λα | ∇ω |2 dx,

(22)

where | ··· | denotes the Euclidean norm, and | ∇ω |2=| ∇u |2
+ |∇v |2 (e.g., |∇u |2= (∂xu)2+(∂yu)2). The resulting ener-
gy functional resembles to a simple modification of the Horn
& Schunk functional. However, in the new formulation, the
penalization constant of the smoothing term is now inter-
preted as the variance of the small-scale unresolved motion
(up to a dimensional constant that can be fixed easily - see
the previous section). This variance parameter now also ap-
pears as the weighting factor of two additional terms in the
data adequacy terms. As explained in the next section, this
property will allow us to estimate the variance parameter ef-
ficiently.

3 Minimization and Implementation

In this section we compute the minimum solution in details
of the cost functional with respect to the two unknowns: ω

and α . The optimization algorithm is performed through an
alternated minimization of the two variables.

3.1 Minimization with respect to the motion field

Let dt f , ft , ∇ f = (∂x f ,∂y f ) , ( fx, fy). According to the
calculus of variation (Euler-Lagrange equation), we have

∂J
∂u
− ∂

∂x
∂J
∂ux
− ∂

∂y
∂J
∂uy

=0,

∂J
∂v
− ∂

∂x
∂J
∂vx
− ∂

∂y
∂J
∂vy

=0.
(23)

Then, by substituting (22) into (23), we can readily obtain
2
(

fxu+ fyv+ ft −
1
2

α∆ f
)

fx−2 ··· 1
2

λα∆u = 0,

2
(

fxu+ fyv+ ft −
1
2

α∆ f
)

fy−2 ··· 1
2

λα∆v = 0.
(24)

With the approximations of Laplacians ∆u≈ κ(ū−u), ∆v≈
κ(v̄−v), where ū, v̄ denote the local averages and κ depends
on the difference scheme, (24) can be expressed as the fol-
lowing equations:
(

f 2
x +

1
2

λα

)
u+ fx fyv =

1
2

λα ū+
1
2

α fx∆ f − fx ft ,

fx fyu+
(

f 2
y +

1
2

λα

)
v =

1
2

λα v̄+
1
2

α fy∆ f − fy ft ,
(25)

which can be solved by the Gauss-Seidel method or the Suc-
cessive Over Relation (SOR) iteration. In our algorithm, by
applying elimination method to (25), the velocity vector ω

can be computed by the following iterative formulation:
uk+1 = ūk−

fxūk + fyv̄k + ft − 1
2 α∆ f

1
2 λα + f 2

x + f 2
y

fx,

vk+1 = v̄k−
fxūk + fyv̄k + ft − 1

2 α∆ f
1
2 λα + f 2

x + f 2
y

fy.

(26)

3.2 Estimation of diffusion factor

The most important parameter to estimate the large-scale ve-
locity field, ω , is the diffusion factor α . Since α can be re-
garded as an unknown in the objective functional (22), one
can compute α by cancelling the energy functional gradient
with respect to this variable. Therefore, we have

∂J
∂α

=
∫

Ω

[
∆ f
(

∂t f +∇ f ···ω− 1
2

α∆ f
)
−β

2|∇ f |2
]

dx

+
∫

Ω

1
2

λ | ∇ω |2 dx = 0.

(27)

Then we readily obtain

α̂
k+1 = 2

∫
Ω

[
∆ f
(
∇ f ··· ω̄k + ft

)
+β 2 | ∇ f |2 − 1

2 λ | ∇ω̄k |2
]

dx∫
Ω
(∆ f )2dx

,

(28)

where ω̄k is the estimated velocity vector from the previous
iteration, defined by (26). An approximation of β is given in
Appendix A.

3.3 Multi-resolution algorithm

For the basic optical flow methods, one common weakness
is that the procedure can yield good results only when the
magnitude of image motion are small (smaller than the short-
est spatial wavelength present in the image (Heitz et al.,
2010)). To overcome the estimation issue due to the large
displacements, we use an incremental coarse-to-fine strate-
gy. The main idea of this strategy can be divided into several
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Algorithm 1: Multi-resolution algorithm with sym-
metric warping for motion estimation

Load image pair Img1 and Img2;
Pre-processing;
Pyramidal generation from level 0 (original) to L
(coarsest);
Compute the weighting coefficient λ ;
for l = L to 0 do

if l = L then
Set initial velocities be 0 at coarsest level
ω̂l+1 = 0;
Set initial estimation of α;

else
Expand the velocities from coarser level ωl+1
to finer level ω̂l+1 by interpolation;

end
for Each warping step do

Symmetric warping
f1 = warpForward(Imgl

1),
f2 = warpInverse(Imgl

2).
Optimization

Compute the gradients and Laplacians ft ,
∇ f , ∆ f ;

Compute the estimation of β 2;
Estimate the motion field dω and α by

iterations (26) and (28), respectively;
Update ωl = ω̂l+1 +dω;

Median filtering
end

end
End multi-resolution;

processes: a) a multi-resolution representation through the
successive Gaussian filtering and sub-sampling is applied to
the images pair; b) the optical flow is computed from the
coarse-resolution level and then projected onto the next finer
level of the pyramid; in the projection step, image warping
is required so we only need to compute the small veloci-
ty increments at the higher resolution level; c) this process
is repeated at finer and finer spatial scales until the original
image resolution is reached.

The choice of the image filtering process is significant
for the multi-resolution algorithm. Gaussian filters are ap-
plied to the original images to reduce the noise effect. Fur-
thermore, median filters are applied to the estimated velocity
fields after each warping step for the purpose of eliminating
the outliers, as proposed by Sun et al. (2010). The frame-
work of the multi-resolution strategy is shown in Algorithm
1.

4 Experimental Evaluation with Synthetic Data Sets

To investigate the performance of the proposed formulation,
different synthetic image sequences are used in this section.
The main advantage of testing on synthetic data sets is that
the true velocity is known and can be used for comparison
with the estimated motion field. Although these sequences
are usually generated in ideal conditions, they are quite suit-
able for evaluating the performance of different approaches.
A real experimental sequence is tested and discussed in the
next section.

Hereafter, we follow a standard way to evaluate quanti-
tatively the experimental results by computing the average
angular error (AAE) and root mean square error (RMSE)
over N pixels of the image:

AAE =
1
N

N

∑
i=1

arccosθi, (29)

RMSE =

√
1
N

N

∑
i=1

[(ut
i−ue

i )
2 +(vt

i− ve
i )

2], (30)

with

θi =
ut

iu
e
i + vt

iv
e
i +1√

(ut
i)

2 +(vt
i)

2 +1
√
(ue

i )
2 +(ve

i )
2 +1

where (ut ,vt) and (ue,ve) denote the ground-truth velocity
and the estimated velocity, respectively. The index i repre-
sents the pixel where optical flow is computed. AAE and
RMSE are both commonly used to validate the accuracy of
the estimator in the literature. Therefore, we can also com-
pare the proposed method with other optical flow approach-
es based on these criteria.

4.1 2D DNS turbulent flow

4.1.1 Data description

A synthetic sequence1 with both particle and scalar images
is provided by Carlier (2005) and generated by Direct Nu-
merical Simulation (DNS). The phenomenon investigated
is the spreading of a low diffusivity dye in a 2D homoge-
neous turbulent flow with Reynolds number Re = 3000 and
Schmidt number Sc = 0.7. The intensity of the passive s-
calar images is proportional to the dye concentration. Both
scalar sequence and particle sequence consist of 100 succes-
sive images at the resolution of 256× 256 pixels. Figure 1
demonstrates a scalar image, a particle image and the corre-
sponding vorticity map of this data set. The maximum dis-
placement between two successive images is about 3.5 pix-
els. For both particle and scalar image sequences, a multi-
resolution algorithm with 2 levels and 5 warping steps has
been implemented.

1 Available online: http://fluid.irisa.fr/
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Fig. 1 Illustration of a sample frame (t = 50) from the DNS synthetic image sequence: (a) passive scalar image; (b) particle image; (c) vorticity
map with the ground-truth velocity field.
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Fig. 2 Velocity fields and vorticity maps estimated from different methods on DNS passive scalar image sequence at t = 50: (a) proposed method;
(b) Horn and Schunck (1981); (c) Dérian et al. (2013); (d) Héas et al. (2012).

4.1.2 Results

Scalar image sequence. The motion fields and vorticity map-
s estimated from different methods at time step t = 50 are
illustrated in Figure 2. Here, the proposed technique is com-
pared with the methods of Horn and Schunck (1981), Dérian
et al. (2013), and Héas et al. (2012). We can observe from
the vorticity maps that the proposed stochastic formulation

performs better than the other references, especially in the
area with high vorticity. The vortex structures are well re-
covered by the proposed optical flow formulation, whereas
they are blurred by the HS method. Dérian et al. (2013) and
Héas et al. (2012) achieve to estimate the large-scale struc-
tures of the flow. However, they fail to provide the small-
scale components in some areas. Figure 3 illustrates the re-
sult of a typical area of the scalar image with a strong vor-



Motion Estimation under Location Uncertainty for Turbulent Fluid Flow 9

Fig. 3 Velocity vectors on DNS passive scalar image sequence at t =
50: (a) scalar image with zoomed area; (b) true velocity vectors (red)
and the estimated vectors by the proposed method (black).

tex. A zoom in this region shows that the estimated velocity
field (black vectors) is highly consistent with the ground-
truth (red vectors). This suggests that the novel optical flow
under location uncertainty can provide a decent estimation
of the flow velocity field.

Quantitative evaluations for the DNS passive scalar im-
ages are given in Figure 4. The AAE and RMSE errors of the
proposed method and the HS method are plotted in Figure
4 (a) and (b), respectively. It can be seen that the accuracy
of the new technique is drastically improved by more than
50% for both the AAE and the RMSE. Even compared with
the state-of-the-art approaches, the proposed method shows
the best performances. Error data of the other optical flow
methods, including Yuan et al. (2007), Dérian et al. (2013),
Héas et al. (2012), Kadri-Harouna et al. (2013), and Chen
et al. (2015), are taken from Chen et al. (2015) and displayed
in Figure 4 (c) and (d). The results of our method is close
to (slightly better than) the results of Chen et al. (2015),
which applies a data term based on the large eddy simu-
lation (LES) sub-grid model and a divergence-free regular-
ization term. Both the proposed technique and Chen et al.
(2015) outperform the other methods for the whole passive
scalar image sequence, indicating that the introduction of
turbulence models is significant for fluid motion estimation.
The method of Chen et al. (2015) depends on the standard
deviation of a low-pass filtering applied on the sequence and
on a regularization constant. Both constants are indeed dif-
ficult to fix in practice. The technique of Chen et al. (2015)
depends also on the ratio of the Reynolds and Schmidt num-
bers which, though being exactly known here, is not always
available with accuracy. The filtering standard deviation and
the regularization must be adapted from one sequence to the
other. On the contrary, the estimator under uncertainty pro-
posed in this paper does not require such a tuning.

In Figure 5, we compare in particular the proposed method,
the HS technique and the method of Héas et al. (2012). The
proposed estimator can be seen as a parameter-free modifi-
cation of the HS scheme with a new data model. And the

method of Héas et al. (2012), similarly to the propoed one,
also implements an estimation of the parameters involved in
the regularization (by fitting of the second order statistical
moment of the flow velocity increments to a power law func-
tion). The energy spectrum of these estimations are plotted
in Figure 5. We can observe that at large scales the proposed
solution is much closer to the DNS spectrum. The inertial
range (with a spectrum slope close to −5, which is reason-
able for a 2D turbulence in presence of friction) is also clear-
ly extended with a much finer cutoff (at 6-7 pixels for the
proposed technique against 15-20 pixels for the HS method
and Héas et al. (2012)).

In Figure 5 we plot also the energy and enstrophy fluxes
across scales, denoted as respectively, Π(k) and Z(k). We re-
fer to Boffetta and Ecke (2012) for the computation of those
terms and the general insights on 2D turbulence. It can be
observed that the proposed technique achieves to reproduce
the inverse energy cascade (i.e., negative energy flux at large
scale), which is consistent with the physical solution report-
ed in Boffetta and Ecke (2012). In the inertial subrange, the
model under uncertainty is associated to a null energy flux
and a positive enstrophy flux associated to the direct enstro-
phy cascade. Those fluxes are very close to those of the ref-
erence DNS. In comparison, the model of Héas et al. (2012),
though providing a negative energy flux at large scale as
well, is associated to an erroneous positive energy flux in the
inertial enstrophy cascade subrange together with a much
too strong positive enstrophy flux (with a constant value al-
most two orders larger than the reference). As for the HS
technique, it shows a negative enstrophy flux in the direc-
t enstrophy cascade subrange. Hence, those two techniques
provide solutions that do not correspond to the physics of
2D turbulence. The model under uncertainty demonstrates
on this example its ability to estimate a physical solution.

Particle image sequence. In general, particle images are
highly textured (namely the gradient of the image intensi-
ty has a high amplitude), hence they are more suitable for
motion estimation than scalar images. Therefore, even the
classical HS method can provide satisfactory estimation for
DNS particle image sequence. The AAE and RMSE curves
of different estimators for DNS particle image sequence are
illustrated in Figure 6. As shown in Figure 6 (a) and (b), the
proposed formulation performs better than the HS method a-
gain. However, the improvement is not as significant as that
for scalar images. Compared to the results shown in Fig-
ure 6 (c) and (d), the proposed formulation also outperforms
some of the state-of-the-art approaches, such as Becker et al.
(2012) and Yuan et al. (2007). The methods of Dérian et al.
(2013) and Kadri-Harouna et al. (2013) which use higher-
order regularizer provide best results in this case. It can be
seen that the gap between these methods and the proposed
formulation is however comparatively small. In addition, the
particle density does not allow to capture well in that case
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Fig. 4 AAE (left) and RMSE (right) errors of different estimators for DNS scalar image sequence. Results of the proposed method are plotted in
figures (a) and (b), in comparison with the results of the HS method. The data of several state-of-the-art approaches, shown in figures (c) and (d),
are extracted from Chen et al. (2015).

Fig. 5 Spectrum analysis of the turbulent velocity for DNS scalar im-
age sequence. E(k) denotes the energy at a given frequency, Π(k) and
Z(k) the energy flux and enstrophy flux, respectively. For clarity rea-
sons the enstrophy fluxes of Héas et al. (2012) and HS method are not
shown. They are almost constant with a value of 0.17 and -0.08 for
Héas et al. (2012) and HS method, respectively.

the small-scale variation of the luminance. Nevertheless, it
must be recalled that contrary to the other techniques, the
proposed estimator does not require a precise tuning of the
smoothing constant. The level of accuracy obtained by this
parameter-free method is therefore a very good illustration
of robustness.

Similar conclusion can be drawn from Figure 7, which
shows the spectra of the velocity fields estimated from DNS
particle images for the same methods as in the scalar se-
quence (namely the HS method, Héas et al. (2012) and the
proposed estimator). The different estimators, including the
HS method, all produce energy spectra that are very close
to the reference DNS spectrum at large scales. A cutoff at
about 8 pixels for the proposed technique can be observed.
This cutoff remains thus of the same order as in the scalar
case. As clearly seen from the figure, the proposed method
performs much better than the HS method at small scales.
The spectrum recovered by our parameter-free estimator is
similar to the spectrum obtained by the method of Héas et al.
(2012), which depends in a very sensitive way on the two
estimated parameters involved in the power law regulariza-
tion (e.g., the power spectrum slope and the dissipation rate).
This high sensitivity can be appreciated from the instabili-
ties of the AAE and RMSE curves along time, which are
shown in Figure 6 (c), (d).

As in the scalar case, the energy and enstrophy fluxes are
much better recovered by the proposed estimator. The ap-
proach under uncertainty is the only one that allows restor-
ing a direct enstrophy cascade (positive enstrophy fluxes in
the inertial range). The method of HS and Héas et al. (2012)
are associated to an erroneous strong negative value of the
enstrophy flux, signature of an enstrophy cascade in the wrong
direction across all the scales. The three methods are all as-
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Fig. 6 AAE (left) and RMSE (right) errors of different estimators for DNS particle image sequence. Results of the proposed method are plotted in
figures (a) and (b), in comparison with the results of the HS method. The data of several state-of-the-art approaches, shown in figures (c) and (d),
are extracted from Chen et al. (2015).

sociated to a negative energy flux at large scale and a null
energy flux in the inertial subrange; the three detect thus an
inverse energy cascade. The proposed method and the HS
technique have an energy flux that is however closer to the
reference than the one estimated by the technique of Héas
et al. (2012). This latter shows in particular a high sensitiv-
ity to the data (for the same flow of reference the technique
goes from a strong positive enstrophy flux for the scalar se-
quence to a strong negative enstrophy flux for the particle
images). The HS estimator does not show this inconsistancy.
As in the previous case, only the estimator under uncertain-
ty provides solutions that are in accordance with the physics
of 2D turbulence. Compared to the scalar image, the estima-
tor under uncertainty, provides a slight underestimation of
the enstrophy flux. This is likely due to a less good estima-
tion of the small-scale velocity action for the sparse particle
images.

In summary, we see from these synthetic sequences that
the optical flow formulation under location uncertainty achieved
to estimate good results for 2D DNS turbulent flow images,
whether in the scalar case or in the particle case.

Fig. 7 Spectrum analysis of the turbulent velocity for DNS particle
image sequence. E(k) denotes the energy at a given frequency, Π(k)
and Z(k) the energy flux and enstrophy flux, respectively.

4.2 SQG data set

4.2.1 Data description

This synthetic data set is obtained from a Surface Quasi-
Geostrophic (SQG) model2. The chosen configuration rep-
resents an idealized oceanic domain of 1000×1000 km with
periodic boundary conditions. The corresponding 256×256 pix-

2 Available online: https://github.com/vressegu/
sqgmu
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(a) (b)

Fig. 8 Illustration of a sample frame (t = 450) from the synthetic SQG
sequence: (a) passive scalar image; (b) the simulated ground-truth ve-
locity field with vorticity map, which is used for evaluation of the esti-
mated motion hereafter.

els grid is initialized with random buoyancy fluctuations for
which the power spectral density follows a -5/3 power-law.
The simulation is then carried out over 21 days of physical
time, with a 12-s numerical time-step. Images of the buoyan-
cy and the ground-truth velocity fields are saved every hour.
The largest apparent displacements between two successive
frames are of the order of 7 pixels. A sample frame and the
reference vorticity map from the synthetic SQG sequence
are illustrated in Figure 8. It can be noticed that the image
exhibits large areas with poor photometric gradients. It con-
stitutes thus a difficult case as it associates long range dis-
placements and low photometric gradients.

The SQG sequence contains over 500 successive frames
as well as the corresponding reference velocities. For sim-
plicity, the validation of SQG sequence is only done at ev-
ery 50 time steps (namely t = 50, 100, · · · , 450, 500). The
estimated motion field is extracted from image n and im-
age n + 1, and evaluated with the ground-truth. A multi-
resolution algorithm with 2 levels and 2 warping steps has
been implemented.

4.2.2 Results

Figure 9 compares the results in terms of AAE and RMSE
of the proposed method to those of three other estimators
(Horn and Schunck, 1981; Cassisa et al., 2011; Dérian et al.,
2013). The best weighting coefficients were selected proper-
ly for each method except for the proposed (parameter-free)
formulation. As mentioned above, this sequence constitutes
a difficult benchmark for motion estimation. Therefore, one
can notice that the estimation errors for the SQG sequence
are much larger than those associated to the DNS sequence.
As seen in Figure 9, the proposed method clearly outper-
forms the other estimators. Compared to the HS method,
the proposed formulation improves the accuracy significant-
ly by about 40%. The methods of Cassisa et al. (2011) and
Dérian et al. (2013) both succeed to improve the results of

Fig. 11 Spectrum analysis of the turbulent velocity for SQG scalar
image sequence.

the HS estimator but not to the same extent as the estimator
under uncertainty.

To observe more details, an example of the estimated
vorticity maps on the SQG sequence is illustrated in Fig-
ure 10. Once again, the HS method is unable to extract the
vortex flow correctly as it yields an over-smoothing of the
flow velocity fields. On the contrary, the stochastic optical
flow technique provides estimates with clear turbulence pat-
terns, which is more consistent with the large-scale motion
field of the ground-truth. The multi-scale wavelet approach
(Dérian et al., 2013), being more sensitive at fine scales, is
able to retrieve thin structures such as filaments which cor-
respond to the apparent displacement of fronts (high pho-
tometric gradients). However, due to the 1-hour time-step
between two frames, these fine scale displacements do not
necessarily match with the true instantaneous velocity field,
as such fine structures evolve rapidly. Moreover, the large
scale vortices in Figure 10 (b) are not as well retrieved as
those in Figure 10 (c).

This is also confirmed by the spectrum analysis, as shown
in Figure 11. The proposed solution is closer to the SQG
spectrum at the scales larger than 12 pixels. The method of
Dérian et al. (2013) recovers more energy at the small s-
cales. However, it is associated to a flat spectrum, which is
likely to be the signature of the strong vorticity noise visible
in Figure 10 (b).

5 Experiment on Real Images

An experimental image sequence of 2D turbulence which
can be used to investigate the performance of fluid motion
estimators is provided by Jullien et al. (2000). The authors
presented the first detailed experimental observation of the
Batchelor regime (Batchelor, 1959), in which a passive s-
calar was dispersed by a large-scale strain, at high Péclet
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Fig. 9 AAE (left) and RMSE (right) errors for SQG scalar image sequence.

0
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(a) (c)(b)

Fig. 10 Results at t = 450 on the synthetic SQG scalar image sequence: (a) estimated velocity field and vorticity map from the HS method; (b)
estimated velocity field and vorticity map from Dérian et al. (2013); (c) estimated velocity field and vorticity map from the proposed method.

numbers up to 107. The Batchelor regime was observed in
a controlled two-dimensional turbulent flow. A CCD cam-
era was used to visualize the scalar concentration field. For
more experimental details, we refer to Jullien et al. (2000).

The recorded experimental sequence is composed by over
90 scalar images at the resolution of 512×512 pixels. Two
successive frames of this sequence are displayed in Figure
12 (a) and (b), respectively. As the observation is forced at
large scale, there are few sub-grid velocity components in
this case. However, it is still difficult to estimate the veloc-
ity field from these images due to strong turbulent vortices.
The maximum velocity magnitude for this sequence is about
15 pixels per frame. To cope with large displacement, we
implement a multi-resolution algorithm with 5 levels and 2
warping steps. Furthermore, the estimated motion fields are
projected into a divergence-free space at the end of the esti-
mation process.

Since the correct velocity fields are not available for this
real experiment, evaluation criteria such as AAE and RMSE
introduced above cannot be used. However, the estimated
results can be compared based on their vorticity. Figure 12
(c), (d) demonstrate the vorticity maps estimated from the
HS method and the proposed method. It can be seen that the

result of the HS method is over-smoothed, while the result
of the proposed formulation shows more finer structures on
the vorticity map. Furthermore, a spectrum analysis of the
velocity fields is illustrated in Figure 13. As we can see, the
spectrum slope of the proposed formulation is close to−5/3
at the large scales and −5 at the small scales. However, the
HS method produces a flat spectrum curve which is not con-
sistent with the property of 2D turbulent flow. This fact is
confirmed by inspecting the energy and enstrophy fluxes.
The −5/3 region is associated to a negative energy flux in
both cases (with a stronger negative flux for the model under
uncertainty). A direct enstrophy cascade (positive enstrophy
flux) is well recovered by the proposed method in the re-
gion corresponding to a -5 slope spectrum. The HS estima-
tor shows a physically erroneous constant negative enstro-
phy flux on an extended scale range.

Considering the stochastic transport equation in the opti-
cal flow formulation enables to take into account the small-
scale unresolved components of the velocity field. There-
fore, small energetic vortex can be detected. As quality cri-
teria, the vorticity maps and the spectra on this experimental
scalar image sequence indicate once again the efficiency of
the proposed technique.
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Fig. 12 Results on experimental scalar images: (a) first frame; (b) second frame; (c) estimated velocity field and vorticity map from the HS method;
(d) estimated velocity field and vorticity map from the proposed method.

Fig. 13 Spectrum analysis of the turbulent velocity for experimental
scalar images. E(k) denotes the energy at a given frequency, Π(k) and
Z(k) the energy flux and enstrophy flux, respectively.

6 Conclusion

In this paper, we introduce a novel optical flow formula-
tion build from the principles of the modeling under loca-

tion uncertainty (Mémin, 2014). This motion estimator is
designed to take into account the action on the estimated
motion field of the unresolved small-scale motion compo-
nent. Such a modeling allows us to interpret the tradition-
al smoothing functions as isotropic turbulence models and
to correct accordingly the optical flow constraint equation
when a scalar transported by a turbulent flow is considered.
The estimator is formalized as the minimizer of an energy
functional, similarly to most of the dense optical flow meth-
ods. However, a stochastic flow representation is considered
in the formulation. The small-scale component of the turbu-
lent velocity enters into the optical flow constraint equation
through a transport equation established from a stochastic
formulation of the Reynolds transport theorem. The whole
data term of the proposed optical flow formulation is sub-
sequently obtained from the variance of the stochastic trans-
port operator, while the regularization term is derived within
the same stochastic context from the assumption of constan-
t kinetic energy. This formulation corresponds finally to an
extension of a classical dense motion estimator in which a
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turbulence flow model is introduced. This novel formulation
allows us to estimate explicitly the different parameters in-
volved. This contrasts strongly with the manual parameter
tuning associated to most of the motion estimators proposed
so far.

The corresponding parameter-free estimator provides very
good results on experimental and synthetic image sequences
of passive scalar. It significantly outperforms the results of
other state-of-the-art approaches for their best choice of pa-
rameter values. Small-scale turbulent structures are clearly
detected by the proposed optical flow formulation. The new
optical flow formulation, whose implementation remains sim-
ple and close to the original Horn and Schunck estimator,
constitutes a very promising technique for the estimation of
turbulent flow velocity fields.

A Variance of Stochastic Transport Operator

Before deriving the variance of the stochastic transport operator, we
first recall briefly the notions of quadratic variation and covariation,
which are important in stochastic calculus. Suppose that Xt , Yt are
stochastic processes defined on the probability space (Ω ,F ,P), the
quadratic covariation process denoted as 〈X ,Y 〉t , is defined as the limit
in probability:

〈X ,Y 〉t = lim
δ ti→0

n−1

∑
i=0

(
Xti+1 −Xti

)(
Yti+1 −Yti

)T
, (31)

with t1 < t2 < · · ·< tn and δ ti = ti+1− ti. For the Brownian motion, the
quadratic covariances can be computed by the following rules:{
〈B,B〉t = t,

〈B,h〉t = 〈h,B〉t = 〈h,h〉t = 0,
(32)

where h is a deterministic function and B denotes a Brownian process.
Now we can recall the stochastic transport of a scalar f and its expec-
tation, i.e.,

Dt f = dt f +
[
∇ f ···ω∗− 1

2 ∇ ··· (aaa∇ f )
]

dt +∇ f ···σdBt , (33)

E(Dt f ) =
[
∂tE( f )+∇E( f ) ···ω∗− 1

2 ∇ ··· (aaa∇E( f ))
]

dt. (34)

Assuming a stationary distribution, then the expectation is the solution
of a stationary equation and E(Dt f ) = 0. Therefore, the variance of
the stochastic transport operator is expressed as:

Var(Dt f ) =E
[
(Dt f −E(Dt f ))2]=E[(Dt f )2]

=E

{[
dt f +

(
∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f )

)
dt
]2
}

+E
{
(∇ f ···σdBt)

2
}

+E

{
2
(

dt f +∇ f ···ω∗− 1
2

∇ ··· (aaa∇ f )
)
(∇ f ···σdBt)

}
,

(35)

where the second term and the third term involve a Brownian term.
According to the Itô isometry, we obtain:

E
{
(∇ f ···σdBt)

2
}
=E{〈∇ f ···σdBt , ∇ f ···σdBt〉}

=E
{[
(∇ f )T aaa(∇ f )

]
dt
} (36)

and

E

{
2
(

dt f +∇ f ···ω∗− 1
2

∇ ··· (aaa∇ f )
)
(∇ f ···σdBt)

}
=2E

{〈
dt f +∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f ), ∇ f ···σdBt

〉}
=2E{〈dt f , ∇ f ···σdBt〉} ,

(37)

where (37) represents the correlation between the martingale part of
dt f and the random advection term ∇ f ···σdBt . For a conserved quantity
f , we have the transport equation Dt f = Dt f = 0. This implies that
when separating f = f̃ + f ′ in terms of its bounded variation part and its
martingale part (i.e., time scale separation in terms of dt and dBt , which
is a unique decomposition), the transport equation can be separated
into:

∂ f̃
∂ t

dt +

[
∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f )

]
dt = 0,

dt f ′+∇ f ···σdBt = 0.
(38)

Thus, we have

0 =
〈
dt f ′+∇ f ···σdBt , dt f ′+∇ f ···σdBt

〉
,

=
〈
dt f ′, dt f ′

〉
+ 〈∇ f ···σdBt , ∇ f ···σdBt〉+2

〈
dt f ′, ∇ f ···σdBt

〉
.

(39)

Note that 〈dt f ′, dt f ′〉 = 〈dt f , dt f 〉, since the quadratic variation of
bounded variation functions (such as the deterministic functions) is e-
qual to 0. Equation (38) shows that in the case of a transported quantity
dt f ′ = −∇ f ···σdBt . When the conservation does hold only approxi-
mately (as in the case of the brightness consistency assumption), we
will assume the proportionality relation: dt f ′ = β∇ f ···σdBt , where β

has to be fixed or estimated (note that β = −1 for a strict stochastic
transport). This assumption comes to assume that the highly fluctuat-
ing part of the intensity difference is explained by the transport of the
luminance function by the small-scale motion up to a proportionality
factor. With this assumption we have:

E
{〈

dt f ′, dt f ′
〉}

=E{〈β∇ f ···σdBt , β∇ f ···σdBt〉}

= β
2E
{[
(∇ f )T aaa(∇ f )

]
dt
}
.

(40)

An estimate of β from this equation can be readily obtained:

β
2 =E

[
(dt f ′)2

(∇ f )T aaa(∇ f )

]
. (41)

In practice the fluctuation f ′ = f − f̃ is set as the difference between
the luminance function and a local (spatial/temporal) mean f̄ . For suc-
cessive images, the temporal difference is thus dt f ′ = f ′2− f ′1 = ( f2−
f̄2)− ( f1− f̄1). Note that as aaa is also an unknown in the optical flow
formulation. This leads to an interleaved optimization problem. Here
we adopt a simpler strategy in which the proportionality coefficient is
fixed from the value of aaa at the previous multi-resolution level (i.e.,
aaaL−1).
Eventually, by combining (39), (40) and (36), it yields

2E
{〈

dt f ′, ∇ f ···σdBt
〉}

=−E
{[
(∇ f )T aaa(∇ f )

]
dt
}

−β
2E
{[
(∇ f )T aaa(∇ f )

]
dt
}
.

(42)

Substituting these equations into (35), we finally obtain:

Var(Dt f ) =E

{[
dt f +

(
∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f )

)
dt
]2
}

−E
{

β
2 [(∇ f )T aaa(∇ f )

]
dt
}
.

(43)
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A minimum variance estimator with a spatial averaging for the expec-
tation or considering a homogeneous Gaussian density leads to mini-
mize:

Var(Dt f ) =
∫

Ω

[
dt f +

(
∇ f ···ω∗− 1

2
∇ ··· (aaa∇ f )

)
dt
]2

dx

−
∫

Ω

β
2 [(∇ f )T aaa(∇ f )dt

]
dx.

(44)
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ensemble transform kalman filter for image assimilation. Tellus A:
Dynamic Meteorology and Oceanography, 65(18803).

Black, M. and Anandan, P. (1996). The robust estimation of multiple
motions: Parametric and piecewise-smooth flow fields. Computer
Vision and Image Understanding, 63(1):75–104.

Boffetta, G. and Ecke, R. (2012). Two-dimensional turbulence. Annual
Review of Fluid Mechanics, 44:427–451.

Brox, T., Bruhn, A., Papenberg, N., and Weickert, J. (2004). High accu-
racy optical flow estimation based on a theory for warping. In Pro-
ceedings of the European Conference on Computer Vision, pages
25–36.

Bruhn, A., Weickert, J., and Schnörr, C. (2005). Lucas/Kanade meet-
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Mémin, E. (2014). Fluid flow dynamics under location uncertainty.
Geophysical & Astrophysical Fluid Dynamics, 108(2):119–146.
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