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Sea Surface Flow Estimation
via Ensemble-based Variational Data Assimilation*

Shengze Cai, Etienne Mémin, Yin Yang, Chao Xu

Abstract— In this paper, we propose a data assimilation
method for consistently estimating the velocity fields from a
whole image sequence depicting the evolution of sea surface
temperature transported by oceanic surface flow. The estima-
tor is conducted through an ensemble-based variational data
assimilation, which is designed by combining the advantages of
two approaches: the ensemble Kalman filter and the variational
data assimilation. This idea allows us to obtain the optimal
initial condition as well as the full system trajectory. In order
to extract the velocity fields from fluid images, a surface
quasi-geostrophic model representing the generic evolution
of the temperature field of the flow, and the optical flow
constraint equation derived from the image intensity constancy
assumption, are involved in the assimilation context. Numerical
experimental evaluation is presented on a synthetic fluid image
sequence. The results indicate good performance and efficiency
of the proposed estimator.

I. INTRODUCTION

Motion estimation techniques have become increasingly
significant in the study of fluid dynamics. In particular,
extracting the dense velocity fields from image sequences,
which allows the researchers to get a deeper insight into the
complex and unsteady fluid flows, plays a very important role
in numerous application domains, ranging from experimental
fluid dynamics to geophysical flow analysis in environmental
sciences.

In recent years, the research on fluid motion estimation
has received a great deal of attention from the computer
vision community. One of the promising directions of this
topic is to apply the variational optical flow method. First
proposed by Horn and Schunck [1], optical flow has been
intensively studied, and a huge number of variations have
been presented in the literature, such as [2], [3], [4]. In
general, these methods are conducted by minimizing an
objective functional composed of the brightness constancy
assumption (data term) and a spatial coherency assumption
(regularization term). Although these classical formulations
are successfully applied in many applications, they are gen-
erally used for estimating the rigid or quasi-rigid motions,
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and the constraints are difficult to interpret physically. For
these reasons, the classical optical flow methods are not well
adapted for the fluid images. In this paper, we aim at dealing
with these issues by using an optimal control scheme.

Fluid-dedicated estimators based on optical flow have
been elaborated in several studies [5], [6], [7], [8], [9].
For instance, a data term based on the integrated conti-
nuity equation and a second-order div-curl regularizer has
been proposed in [5], for preserving the divergence and
the vorticity of the flow. A generalized transport equation
is applied in [10], which also combines cross-correlation
with optical flow approach to make the estimation more
robust. Recently, the authors of [9] suggest to replace the
optical flow constraint with a structural sub-grid transport
equation, which takes into account the small-scale velocity
component of the turbulent flow. These estimators provide
decent results on fluid motion analysis. However, similarly to
the classical optical flow formulations, they mostly provide
the average velocity field between two successive images,
with no guaranty to recover a consistent physical motion
trajectory over the whole sequence.

In order to obtain a global spatiotemporal motion field, the
optimal control strategy or stochastic filtering framework has
been considered in several works [11], [12], [13], [14], [15].
A constrained minimization problem which is conducted for
rigid motion estimation is proposed in [11]. The objective
functional in [11], subject to the optical flow constraint
(OFC) equation, consists of a simple observation model
and a spatial and temporal smoothness constraints on the
velocity field (these latter constraints are in general difficult
to justify physically). Another work [14] suggests a similar
optimal control scheme where the velocity field is subject to
a stochastic representation of OFC equation and a different
smoothness constraint. However, complete numerical tests
and assessment remain to be done for that model. As for
fluidic images, a variational assimilation method expressed
as the minimization of a global spatiotemporal functional
was proposed in [13]. In this context, [13] introduces a
representation of Navier-Stokes equation instead of relying
on additional smoothing functions, which provide physical
meaning of the estimated motion fields. Note that the opti-
mization processes in these works are realized through the
introduction of adjoint techniques [16].

In this paper, we propose a framework for the recovering
of a dynamically consistent flow velocity at the ocean surface
via an ensemble-based variational data assimilation (referred
to as EnVar hereafter). This method, based on [17] and [18],
introduces an empirical ensemble-based background error



covariance in the objective functional. A great advantage of
doing so, compared to variational methods, is that the tangent
linear and adjoint models can be avoided in the minimization
process. On the other hand, compared to ensemble Kalman
filter (EnKF) methods, this algorithm directly provides a
smoothing better suited for flow estimation purpose. This
framework, introduced in Section II, allows to estimate a
consistent motion field based on an initial background guess
and the measured image sequence. We will rely in this
work on a simplified oceanic dynamical model, namely
the surface quasi-geostrophic (SQG) model [19], [20], [21],
representing the evolution of a temperature scalar field at the
oceanic surface. This dynamics will be considered as a strong
dynamical constraint in the variational assimilation problem.
The OFC equation, which describes the evolution in terms of
the observed luminance function, is used as the observation
model. The details of these implementations are presented
in Section III. An experimental evaluation is carried out in
this study (Section IV) to validate the performance of the
proposed estimator.

II. ENSEMBLE-BASED VARIATIONAL DATA
ASSIMILATION

The enhanced ensemble-based variational data assimila-
tion is composed of several procedures: a) generation of the
ensemble initial condition and observation; b) minimization
of the preconditioned objective functional based on the
approximated background error covariance matrix; c) update
of the initial condition and the corresponding ensemble
perturbation matrix. In the following, we briefly introduce
the EnVar algorithm derived in [18].

A. Standard incremental variational data assimilation

Here we first introduce in general terms the definitions of
the state equations. Let XXX(xxx, t), YYY (xxx, t) be the state vector
and the observation vector, respectively, both defined over
the physical spatial domain Ω and the time range [t0, t f ]. The
overall dynamical system can be represented by the following
equations: 

∂tXXX(xxx, t)+M(XXX(xxx, t)) = ν(xxx, t),

XXX(xxx, t0) = XXX0(xxx)+η(xxx),

YYY (xxx, t) =H(XXX(xxx, t))+ ε(xxx, t).
(1)

The first and second equations describe the evolution of
the state variables through the operator M, as well as
the initial background condition XXX0(xxx). The last equation,
called observation or output model, links the measurements
YYY (xxx, t) to the state vector XXX(xxx, t) by the operator H. Let
ϕt(XXX0) denote the trajectory of state depending on the initial
condition XXX0, then we have

ϕt(XXX0) = XXX t = XXX0 +
∫ t

t0
M(XXX)ds. (2)

The control functions ν , η and ε in (1) which represent
error terms of the equations are associated to the covariance
matrices Q, B and R, respectively. In this work we will adopt
a so-called strong constraint assimilation strategy, which

relies on a perfect dynamical model assumption with no noise
(ν(xxx, t) = 0). Hereafter, we assume that any two points in
the spatio-temporal domain are uncorrelated. Therefore, the
matrices B(xxx) and R(xxx, t) are all in diagonal form. Based on
the system equations, a standard variational data assimilation
problem is formulated as the minimization of the following
objective functional:

J(XXX0) =
1
2
‖ XXX(xxx, t0)−XXX0(xxx) ‖2

B

+
1
2

∫ t f

t0
‖H(XXX(xxx, t))−YYY (xxx, t) ‖2

R dt,
(3)

where ‖ · ‖2 represents the L2-norm ‖ f ‖2
A=∫

Ω
f (xxx)T A−1 f (xxx)dxxx. The associated optimal control

problem, which is referred to as the strong constraint
variational assimilation formulation, seeks the initial
condition XXX0 that yields the lowest error between the state
variable trajectory and the measurements.

When the operators involved in the system are nonlinear,
the assimilation procedure is usually improved by intro-
ducing a linearization of the dynamics around the current
trajectory. Therefore, the optimization can be operated with
respect to an incremental solution instead of the initial
condition. Firstly, considering the increment between the
state vector and the initial state, δXXX = XXX−XXX0, the operators
M and H can be linearized around XXX0:{

M(XXX) =M(ϕt(XXX0))+∂XXXM δXXX ,

H(XXX) =H(ϕt(XXX0))+∂XXXH δXXX ,
(4)

where ∂XXXM and ∂XXXH denote the tangent linear operators of
the model and observation operators, respectively. Accord-
ingly, the dynamics in terms of the increment δXXX reads:

∂tδXXX(xxx, t)+∂XXXM δXXX(xxx, t) = 0, (5)
DDD(xxx, t) = ∂XXXH δXXX(xxx, t)+ ε(xxx, t), (6)

where DDD(xxx, t) is the innovation vector:

DDD(xxx, t) = YYY (xxx, t)−H(ϕt(XXX0)). (7)

Eventually, the cost functional with respect to the increment
δXXX0 is defined as:

J(δXXX0) =
1
2
‖ δXXX0 ‖2

B

+
1
2

∫ t f

t0
‖ ∂XXXH δXXX(xxx, t)−DDD(xxx, t) ‖2

R dt,
(8)

where δXXX(xxx, t) = ∂XXX ϕt(XXX0)δXXX0. The associated minimiza-
tion problem is subject to the dynamical model (5), which is
considered as the strong constraint. In general, a numerical
solution to this problem can be obtained by using the
adjoint method [16], which consists in the backward integral
computation of an adjoint variable λ (xxx, t), driven by:{

λ (t f ) = 0,

−∂tλ +(∂XXXM)∗λ = (∂XXXH)∗R−1(∂XXXH δXXX(xxx, t)−DDD(xxx, t)).
(9)



The adjoint operators (∂XXXM)∗ and (∂XXXH)∗ are involved in
this formalism. Then the gradient of the cost functional with
respect to δXXX0 is readily given by

∂δXXX J(δXXX0) =−λ (t0)+B−1
δXXX0. (10)

An iterative optimization strategy, e.g., quasi-Newton
method, can be applied to compute the minimizer of (8).
A schematic representation of the overall process for the
incremental variational data assimilation is illustrated in
Algorithm 1.

Algorithm 1: Incremental algorithm for variational data
assimilation problem

Let XXX(t0) = XXX0 according to the initial condition.
Outer loop:
for k = 1 : kmax do

Compute XXXk(t) = ϕt(XXXk−1(t0)) and DDDk(t) based on
the dynamical model.
Inner loop: Optimization process
• Compute the adjoint variable λ (t) based on the

backward adjoint equation.
• λ (t0) being obtained, compute the optimal

increment δXXXk
0 by any gradient-descent

optimization method.
Update the initial condition

XXXk(t0) = XXXk−1(t0)+δXXXk
0.

Check the convergence condition for outer loop.
end

B. Preconditioning of the variational data assimilation

For the standard incremental variational data assimilation,
it is proved that the larger the condition number of the
Hessian matrix of the cost function, the more sensitive
the system with respect to errors in the estimate and the
slower the minimization convergence rate. In order to avoid
these problems, a preconditioned incremental form is usually
adopted in most variational data assimilation systems, by
introducing a change of variable from the state variable to
the control variable. This process, also called control variable
transformation (CVT), usually employs the square root of B
as the preconditioner:

δXXX = B
1
2 δZZZ, (11)

and leads to a new Hessian matrix with lower condition num-
ber. Accordingly, by substituting (11) into (8), a modified
objective functional is obtained:

J(δZZZ0) =
1
2
‖ δZZZ0 ‖2

+
1
2

∫ t f

t0
‖ ∂XXXH ∂XXX ϕt(XXX0)B

1
2 δZZZ0−DDD(xxx, t) ‖2

R dt.

(12)
Compared with (8), this modified version removes the back-
ground error covariance B−1 from the first term. Despite a
better conditioning, minimization algorithm with the adjoint

operators is still required for solving the optimization prob-
lem. Note that in order to compute the minimizer of (12), the
background error covariance matrix is required. However, the
actual value of B (which is time varying in the general case)
is usually unknown in practice. In this paper we apply a low
rank flow-dependent approximation of this matrix through
an ensemble of realizations. By doing so, one can also avoid
the cumbersome constitution of the tangent linear and adjoint
models.

C. Ensemble-based variational data assimilation

As mentioned above, the ensemble-based variational as-
similation scheme is defined within the framework of precon-
ditioned incremental variational system (12) while handling
an empirical approximation of the unstationary background
covariance matrix. This low rank approximation of the
background covariance matrix is directly inspired from the
ensemble Kalman filter (EnKF). The concept of ensemble
refers to a set of samples of the system, in the same spirit as
in Monte Carlo methods in which the evolution of the model
statistics is represented by the propagation of ensemble
states. The first step of this algorithm is to generate the
initial ensemble. A perturbation vector ζ is added to the
background state:

XXX (i)
0 = XXX0 +ζ

(i)
0 , i = 1, . . . ,N, (13)

where N is the number of ensemble element. Each member
of the ensemble can be integrated through the dynamical
model:

XXX (i)
t = ϕt(XXX

(i)
0 ), i = 1, . . . ,N. (14)

Therefore, now we have N additional state trajectories. The
main idea of ensemble-based method is to use the mean
value of the samples to represent the actual unknown state.
Let us define the operator 〈 f (t)〉 = N−1

∑
N
1 f (i)(t) as the

ensemble mean of a quantity f (t) through N samples. By
approximating 〈XXX0〉 as the real state vector, we can compute
the empirical background error covariance matrix as follow:

B≈ 1
N−1

N

∑
i=1

(XXX (i)
0 −〈XXX0〉)(XXX (i)

0 −〈XXX0〉)T . (15)

In the cost functional (12), only the square root of the
background error covariance matrix B

1
2 is required. Let us

define B = AAA
′
bAAA
′T
b , where AAA

′
b is called ensemble anomaly

matrix. Then we have

B
1
2 = AAA

′
b ≈

1√
N−1

(
XXX (1)

0 −〈XXX0〉, . . . ,XXX (N)
0 −〈XXX0〉

)
, (16)

with AAA
′
b ∈ Rn×N where the ensemble number N is much

smaller than the state space dimension n. Substituting this
approximation into (12) we get

J(δZZZ0) =
1
2
‖ δZZZ0 ‖2

+
1
2

∫ t f

t0
‖ ∂XXXH ∂XXX ϕt(XXX0)AAA

′
bδZZZ0−DDD(xxx, t) ‖2

R dt.

(17)



The term ∂XXX ϕt(XXX0)AAA
′
b can be regarded as the propagation of

the ensemble perturbation matrix through the tangent linear
dynamical model. To further formulate the ensemble-based
variational data assimilation scheme, we also need to intro-
duce the perturbation in observation space. The propagation
error is transformed to observation model via

∂XXXH ∂XXX ϕt(XXX0)AAA
′
b ≈

1√
N−1

(
H(ϕt(XXX

(1)
0 ))−H(ϕt(〈XXX0〉)),

. . . ,H(ϕt(XXX
(N)
0 ))−H(ϕt(〈XXX0〉))

)
.

(18)
Note that in this formulation the non-linearity of H and M
is retained. The gradient of (17) with respect to the control
variable reads:

∂δZZZ0J = δZZZ0+
∫ t f

t0

(
∂XXXH∂XXX ϕt(XXX0)AAA

′
b

)T

︸ ︷︷ ︸
R−1

(
∂XXXH∂XXX ϕt(XXX0)AAA

′
b︸ ︷︷ ︸δZZZ0−DDD(xxx, t)

)
dt.

(19)
Compared to the standard preconditioned incremental algo-
rithm, the term with under brace has an empirical expression
given by (18) and can be calculated outside the minimization
iteration. This avoids the employment of the adjoint operator
for computing the gradient of the cost functional at each
iteration. Furthermore, the degrees of freedom of the control
variable are considerably lowered due to the control variable
transform (11). Thus the computational complexity is signif-
icantly reduced. The potential pitfall is that the variability
of the analysis increment is severely limited by the size
of ensemble. However, this concern can be mitigated by
introducing localization techniques which can also remove
erroneous distant correlations. We will study this issue in the
future. For the current experimental setup, the unlocalized
algorithm is proved to be quite efficient. By implementing
the gradient-descent method, the minimizer δ̂ZZZ0 can be
estimated. Then the analysis state is given by:

XXXa = XXX0 +AAA
′
bδ̂ZZZ0. (20)

In the situation where the initial background state is poorly
known, the minimization process with multiple outer loops
should be applied. That means the analysis state XXXa is used
as the background state for the next outer loop iteration. In
this case, the ensemble perturbation matrix AAA

′
b corresponding

to the new initial state should be updated as well. One
option of updating the error covariance can be derived from
the ensemble of analysis based on perturbed observations
as in EnKF [22]. Similar to the ensemble generation of
the background state (13), we generate the ensemble of
observations by adding a perturbation vector:

YYY (i)(t) = YYY (t)+ξ
(i)(t), i = 1, . . . ,N, (21)

where ξ is assumed to be a normal distribution. Note that
now we have the ensemble initial state and the ensemble
observation with N members respectively. The innovation
vector of the ith member is defined as

DDD(i)(xxx, t) = YYY (i)(xxx, t)−H(ϕt(XXX
(i)
0 )), i = 1, . . . ,N. (22)

The CVT is also defined for every member of the ensemble
initial state:

δXXX (i)
0 = AAA

′
bδZZZ(i)

0 , i = 1, . . . ,N. (23)

A parallel realizations of minimization with respect to δZZZ(i)
0

is obtained:

J(δZZZ(i)
0 ) =

1
2
‖ δZZZ(i)

0 ‖
2

+
1
2

∫ t f

t0
‖ ∂XXXH ∂XXX ϕt(XXX0)AAA

′
b︸ ︷︷ ︸δZZZ(i)

0 −DDD(i)(xxx, t) ‖2
R dt,

(24)

which provides minimizer δ̂ZZZ
(i)
0 for each ensemble member.

Once the control variable at the kth outer loop iteration is
estimated, the updated initial ensemble field for the (k+1)th
iteration and its perturbation matrix read:

XXX (i),k+1
0 = XXX (i),k

0 +AAA
′
bδ̂ZZZ

(i),k
0 . (25)

AAA
′k+1
b ≈ 1√

N−1

(
XXX (1),k+1

0 −〈XXXk+1
0 〉, . . . ,XXX (N),k+1

0 −〈XXXk+1
0 〉

)
.

(26)
The schematic representation of the ensemble-based vari-

ational data assimilation described above is shown in Al-
gorithm 2. Based on the framework, dynamical flow model
and image-based observation model can be easily involved
for fluid motion estimation.

III. ENVAR APPLIED TO THE UPPER LAYERS OCEANIC
STREAM RECOVERY

In this paper, we are interested in estimating two-
dimensional velocity fields from an image sequence, which
depicts the evolution of a scalar (density fluctuation or
temperature) transported by oceanic surface stream, via the
ensemble-based variational data assimilation. In this section,
the dynamical model and the observation model dedicated to
fluid motion estimation are introduced.

A. Dynamical model

We focus on the surface quasi-geostrophic (SQG) model
in this work, which is usually encountered in the modeling of
upper layers of or oceanic flows at low Rossby number (see
[21]). The dynamics of the SQG model stems from the quasi-
geostrophy (QG) theory. It can be reduced to the evolution
of buoyancy or temperature on the sea surface, denoted by
a scalar field θ(xxx, t), which is transported by a 2D spatio-
temporal velocity field ω(xxx, t) = (u,v)T . In the inviscid case,
the evolution equation of the conserved scalar field can be
simply expressed as:

∂tθ +ω ···∇θ = 0, (27)

where ∇ denotes the gradient operator. And the velocity
function ω can be deduced from θ by Riesz transforms:{

θ = (−∆)
1
2 ψ,

ω = (−∂y,∂x)ψ,
(28)

where ψ is the stream function and (−∆)
1
2 is the fractional

Laplacian operator. Such a computation can be implemented



Algorithm 2: Ensemble-based variational data assimila-
tion algorithm

Analysis Loop in a temporal window
Initialize the background condition XXX0 and the
corresponding ensemble XXX (i)

0 .
Set convergence threshold τo and τi for outer loop and
inner loop respectively.
Generate ensemble observation (21).
Define X

(k=1)
0 = [XXX (1)

0 , . . . ,XXX (N)
0 ,XXX0].

Outer loop:
for k = 1 : kmax do

Compute the state trajectory X k(t) with the
forward integration of the nonlinear dynamical
model ϕt(X k

0 ).
Compute the ensemble innovation vectors DDD(i)(t)
from (22).
Update the background perturbation matrix AAA

′k
b and

the term ∂XXXH∂XXX ϕt(XXX0)AAA
′k
b .

Initialize the control variable δZ k
0 = 000.

Inner loop: Optimization process to obtain δ̂Z k
0

• Optimize the objective functional (24) in parallel
by gradient-descent method.

Do a control variable transformation

δX k
0 = AAA

′k
b δ̂Z k

0 .

Update the initial condition and ensemble for next
outer loop iteration

X k+1
0 = X k

0 +δX k
0 .

Check the convergence condition for outer loop.
end

The analysis initial state can be propagated to the initial
time and set as the background condition for the next
assimilation window.
End Analysis;

in the Fourier domain (assuming periodic boundary condi-
tions) using Fourier transform. According to the system (1),
we consider θ as the system state variable and define the
operator in the data assimilation context

M(θ) = ω ···∇θ . (29)

The integration of (27) with the initial condition θ0 gives the
state trajectory θ(t) =ϕt(θ0). Note that the motion field ω(t)
can be directly computed from θ(t) based on the operation
of (28) in Fourier space.

B. Observation model related to images

In order to assimilate the image data into the dynamical
model, we seek to constitute an observation model directly
linking the image intensity f (xxx, t) and the state variable
θ(xxx, t). Here we introduce the optical flow constraint (OFC)

equation, given by

d f
dt

=
∂ f
∂ t

+∇ f ···ω = 0. (30)

This transport equation, which states that the material deriva-
tive of luminance function is zero, relies on the assumption
of a brightness conservation along a point trajectory:

f (xxx+ωdt, t +dt) = f (xxx, t). (31)

In general, the observed images are sampled in discrete time.
Assuming that we have two successive images f (k) and
f (k+1), the integration form of OFC equation is

f (k+1) = f (k)+
∫ tk+1

tk
∇ f ···ωdt. (32)

Accordingly, we have the observation model linking the OFC
equation and the SQG model:

YYY = f (k+1),

H= f (k)+
∫ tk+1

tk
∇ f ···ωdt,

(33)

where ω is related to the state variable θ by (28).
Remark 3.1: It is necessary to outline here the relation

between the state variable θ and the image intensity f . The
former is a physical scalar (e.g., buoyancy or temperature)
transported by the dynamical model (27-28), while the image
intensity only satisfies the optical flow constraint equation
(30) derived from the brightness constancy assumption. For
some kinds of image data, such as the sea surface tempera-
ture (SST) images, the intensity of these images is directly
correlated to the state variable. For instance, the relationship
can be expressed as f = g(θ)+ γ , where g() is a linear or
nonlinear function and γ denotes the image measurement
noise.

IV. EXPERIMENTAL RESULTS

A. Data description

The synthetic data set is generated from a Surface Quasi-
Geostrophic (SQG) model1 provided in [23], which repre-
sents an idealized oceanic domain with periodic boundary
conditions. The corresponding 64×64 pixels grid is ini-
tialized with random buoyancy fluctuations for which the
power spectral density follows a -5/3 power-law. The ground-
truth state vector θ(xxx, t) and the corresponding velocity
field ω(xxx, t) are recorded at every simulation time step. The
measurements, namely the image data sequence f (k), are
converted from the state variable matrices. As mentioned
before, the relation is expressed as f = g(θ)+γ , where in our
case g() is a scaling function projecting the buoyancy data
onto intensity gray value, and γ denotes the random white
noise. The true state and the measured image at the initial
sample are demonstrated in Figure 1. Note that the simulation
time step dt and the interval of observations ∆t are different.
The time step of computational fluid dynamics is chosen to
satisfy the Courant-Friedrichs-Lewy (CFL) condition, while

1Available online: https://github.com/vressegu/sqgmu
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Fig. 1. The true state of SQG model (a) and the measured image (b) at
t = t0.

the measurements are generated per 100 steps (i.e., ∆t =
100dt). At the end, we use a single assimilation window
with 10 observations. For numerical implementation, the
forward integration is achieved by a fourth-order Runge-
Kutta scheme.

The initial background condition is obtained by adding a
relatively strong homogeneous Gaussian noise with variance
1. The maximum noise-signal ratio is over 10%. And the
random fields with the same variance are used to generate the
ensemble of the background. Different numbers of ensemble
members — N = 10, N = 20 and N = 40 — are investigated.

B. Results and discussions

The errors of the background and the estimated states
(called analysis states) at the initial time t0 are illustrated
in Figure 2. The absolute differences are computed with
respect to the ground-truth initial state. The homogeneous
Gaussian noise of the background can be observed in Figure
2(a). As we can see, the errors are significantly reduced
after analysis. With the increase of the ensemble member
N, the accuracy of the result improves. In this case, the
state matrix denoted by θ represents the buoyancy or the
temperature of the flow. As indicated in the previous section,
it can be converted to the velocity field by using the SQG
dynamical model, which is what we are interested in. To
present more details, a zoomed area with the motion fields
at t = t0 before and after the assimilation process is shown in
Figure 3. Obviously, the background motion vectors provide
larger angular error and magnitude error than the analysis.
The estimated velocity field after data assimilation is quite
consistent with the ground-truth.

We evaluate Quantitatively the result with root mean
square error (RMSE) of the states, which reads:

RMSE =
1
n

√
n

∑
i=1

(θt(xxx)−θe(xxx))2, (34)

where θt and θe denote the ground-truth and the estima-
tion (background, analysis or the results from other motion
estimators), respectively. The RMSE results in the assimi-
lation window are all plotted in Figure 4, which shows the
efficiency of our EnVar method: the analysis improves the
performance dramatically. In this figure, we also plot the

（a）

（d）（c）

（b）

Fig. 2. Error maps at t = t0 before and after the assimilation process.
The figures show the absolute differences between the true state and (a)
initial background field, (b) analysis field with N = 10, (c) analysis field
with N = 20, (d) analysis field with N = 40.

Fig. 3. Velocity vectors at t = t0: (a) the ground-truth vorticity map; (b)
the motion vectors of the ground-truth (red), the background (blue) and the
analysis (black) in the zoomed area.

estimation error of a classical optical flow method – the Horn
& Schunck (HS) method, based on the minimization of an
objective functional combining the optical flow constraint
and a low velocity gradient assumption. It can be seen that
the HS method is not well adapted in this fluidic case since
the smoothness constraint is not consistent with the physical
model. Moreover, the HS method assumes that the velocity
between two successive images is constant. On the contrary,
assimilation-based method can provide a continuous velocity
trajectory along time since it is constrained by the dynamical
flow model.

V. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed a sea surface flow estimation
algorithm via an ensemble-based variational data assimila-



Fig. 4. The RMSE comparison with respect to the ground-truth state in
the assimilation window.

tion. The ensemble-based method applies a flow-dependent
background error covariance and avoid the cumbersome
process of constituting the tangent linear and adjoint models
of standard variational data assimilation. For fluid analysis,
the optimal control strategy takes into account a fluid flow
model (surface quasi-geostrophic model) and an image-based
observation model (optical flow constraint equation) in its
objective functional. The experimental evaluation shows the
ability of the proposed estimator to extract a dynamically
consistent velocity field from noisy image observations.

There are some ongoing and future works to be done.
Firstly, localization issues mentioned in [18] can be con-
sidered in the EnVar context. For the systems with large
state space dimension, erroneous correlations between distant
points must be ignored. The localization process allows to
remove the long distance correlations and provide a more
accurate approximation of the background error covariance
matrix. Secondly, the stochastic representation of the evo-
lution model [23] is to be investigated. By doing so, the
proposed framework can be extended to more general cases
for fluid motion estimation problem. Due to the stochastic
model, the dynamical evolution can also be simulated on
coarser grids while the resolution of the observed images is
high.
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