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Abstract
We establish the boundedness of solutions of reaction-diffusion systems with qua-

dratic (in fact slightly super-quadratic) reaction terms that satisfy a natural entropy
dissipation property, in any space dimension N > 2. This bound imply the C∞-
regularity of the solutions. This result extends the theory which was restricted to
the two-dimensional case. The proof heavily uses De Giorgi’s iteration scheme, which
allows us to obtain local estimates. The arguments relies on duality reasonings in order
to obtain new estimates on the total mass of the system, both in L(N+1)/N norm and
in a suitable weak norm. The latter uses Cα regularization properties for parabolic
equations.

Keywords. Reaction-diffusion systems. Global regularity. Blow-up methods.
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1 Introduction
This paper is mainly concerned with the following system of reaction-diffusion equa-
tions

∂tai −∇ · (Di∇ai) = Qi(a), i ∈ {1, 2, 3, 4}, t ≥ 0, x ∈ RN ,

Qi(a) = (−1)i+1(a2a4 − a1a3),
(1)
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with initial condition
a
∣∣
t=0 = a0 = (a0

1, a
0
2, a

0
3, a

0
4). (2)

This system arises in chemistry where four species interact according to the reactions

A1 +A3 
 A2 +A4,

the unknowns (t, x) 7→ ai(t, x) in (1) being the local mass concentrations of the species
labelled by i ∈ {1, 2, 3, 4}:

´
RN ai(t, x) dx is interpreted as the mass of the constituent

i at time t. It is thus physically relevant to consider initial data a0
i which are non

negative integrable functions. The reactants are subjected to space diffusion and the
diffusion coefficients depend on the considered species. In full generality, Di can be a
function of the space variable with values in the space of N ×N matrices. Throughout
this paper, we restrict to the case of scalar and constant matrices

Di(x) = diI, di > 0 constant

with coefficients that satisfy
0 < δ? ≤ di ≤ δ?. (3)

Assuming that the initial data are smooth, say a0
i ∈ C∞(RN ), existence-uniqueness of

smooth and non-negative solutions for (1)–(2) can be justified at least on a small time
interval, by using a standard fixed point reasoning (see for instance [16, Proposition A.2]
or [22, Lemma 1.1]). Global existence of weak solutions is established in [11]. We
address the question of the boundedness of the solutions, which will imply that solutions
are globally defined and remain infinitely smooth [16, Proposition A.1].

The difficulty comes from the fact we are dealing with different diffusion coefficients.
As already noticed in [16], the question becomes trivial when all the Di’s vanish: in this
case, we are concerned with a mere system of ODE which clearly satisfies a maximum
principle. The answer is also immediate when all the diffusion coefficients are equal to
the same constant di = δ?. Indeed, in this situation, the total mass

M(t, x) =
4∑
i=1

ai(t, x)

satisfies the heat equation ∂tM = δ?∆M , which, again, easily leads to a maximum
principle. In the general situation, one may wonder whether or not the system has
the explosive behavior of non linear heat equations [29]. Counter–examples of systems
with polynomial non linearities presented in [23] show that this question is relevant
and non trivial, see also [22, Theorem 4.1]. We refer the reader to the survey [22] for a
general presentation of the problem, further references, and many deep comments on
the mathematical difficulties raised by such systems.

Two properties are crucial for the analysis of the problem. First of all, system (1)
conserves mass

d
dt

4∑
i=1

ˆ
RN

ai dx = 0. (4)
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Second of all, it dissipates entropy:

4∑
i=1

Qi(a) ln(ai) = −(a2a4 − a1a3) ln
(a2a4
a1a3

)
≤ 0. (5)

These properties suggest to consider more general systems, involving more reactants
and possibly more intricate non linearities. To be more specific, we extend the discus-
sion to systems that read

∂tai −∇ · (Di∇ai) = Qi(a), i ∈ {1, ..., p}, t ≥ 0, x ∈ RN ,

Qi : a ∈ Rp 7−→ Rp,
(6)

endowed with the initial condition

a
∣∣
t=0 = a0 = (a0

1, ..., a
0
p), (7)

where the reaction term fulfils the following conditions
h1) there exists Q > 0 and q > 0 such that for any a ∈ Rp and i ∈ {1, ..., p}, we have
|∇aQi(a)| ≤ Q|a|q−1,

h2) for any i ∈ {1, ..., p}, if ai ≤ 0 then Qi(a) ≤ 0,

h3)
p∑
i=1

Qi(a) = 0,

h4)
p∑
i=1

Qi(a) ln(ai) ≤ 0.

Assumption h1) governs the growth of the non linearity. In what follows, we will be
concerned with quadratic and super-quadratic growth: q ≥ 2 (but q is not necessarily
assumed to be an integer). Assumption h2) relies on the preservation of non negativity
of the solutions, and it is thus physically relevant. Assumptions h3) and h4) imply mass
conservation and entropy dissipation, respectively. Note that the entropy dissipation
actually provides an estimate on (nonlinear) derivatives of the unknown since it leads
to

d
dt

p∑
i=1

ˆ
RN

ai ln(ai) dx+ 4δ?
p∑
i=1

ˆ
RN
|∇
√
ai|2 dx ≤ 0. (8)

In view of h3) and h4), it is thus natural to consider initial data such that

a0
i : x ∈ RN 7−→ a0

i (x) ≥ 0,

sup
i∈{1,...,p}

ˆ
RN

a0
i (1 + ln(a0

i ) + |x|) dx = M 0 <∞.
(9)

We refer the reader to Proposition 2.1 below for a more precise statement in terms of a
priori estimate. It means that the initial concentrations have finite mass and entropy.
The moment condition controls the spreading of the mass. However, while (8) has a
clear physical meaning, it does not provide enough estimates for the analysis of the
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problem: note that with u, u ln(u) ∈ L1 and ∇
√
u ∈ L2, it is still not clear how the

nonlinear term Q(u) can make sense in D ′ ! For this reason, a notion of renormalized
solutions is introduced in [14], and existence of solutions in this framework can be
established.

In the specific quadratic and two-dimensional case (q = 2, N = 2) the question
is fully answered in [16]: starting from L∞ ∩ C∞ initial data, the solution remains
bounded and smooth and the problem is globally well-posed. In fact [16] proves a
regularizing effect: with data satisfying (9) only, the solution becomes instantaneously
bounded and smooth, which implies global well-posedness. The proof in [16] relies
on De Giorgi’s approach [10]; it uses entropy dissipation, see (8), to get a non linear
control on level sets of the solution, which eventually leads to the L∞ bound. The
result is extended for higher space dimensions in [7] which handles the quadratic case
when the diffusion coefficients are close enough to the same constant (how small the
distance between the dj ’s should be depends on the space dimension, in a explicit way),
and in [8], which handles subquadratic non linearities (q < 2 in h1), non necessarily
integer). Two ingredients are crucial in the approach of [8]:
• First, [8] uses systematically rescaled quantities

a
(ε)
i (s, y) = ε2/(q−1) ai(t+ ε2s, x+ εy) (10)

with ε > 0: a(ε) satisfies the same evolution equation as a. Note that in the
quadratic case (q = 2), for N = 2, the rescaling leaves invariant the natural
norms of the problem ‖a‖L∞(0,∞;L1(R2)) and ‖∇

√
a‖L2((0,∞)×R2).

• Second, the parabolic regularity is obtained by adapting De Giorgi’s techniques,
and by working with a certain norm of the rescaled unknown which becomes small
as ε→ 0. It turns out that the necessary estimate holds in a weak sense. Namely,
one has to consider the set of distributions

T ∈ D ′((0, T )× RN ) such that T = ∆Φ, with Φ ∈ L∞((0,∞)× RN ).
The corresponding rescaled norm behaves like O(ε(4−2q)/(q−1)), which indeed
tends to 0 as ε→ 0 for subquadratic non linearities q < 2. The idea of using such
a weak norm also appeared in the regularity analysis for the Navier-Stokes equa-
tion [28]. We also refer the reader to [6, 27], for further applications of De Giorgi’s
techniques to the analysis of fluid mechanics systems and to [3, 15] for the study
of models for populations dynamics governed by “chemotactic-like” mechanisms.
This approach is also useful for the analysis of the preservation of bounds by nu-
merical schemes when solving non linear convection-diffusion systems [9]. In the
reasoning adopted in [8], a special role is played by the total mass M =

∑p
i=1 ai

which satisfies the diffusion equation
∂tM −∆(dM) = 0,

d(t, x) =

p∑
i=1

diai(t, x)

p∑
i=1

ai(t, x)
,

(11)
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where, by virtue of (3), the diffusion coefficient d satisfies

0 < δ? ≤ d(t, x) ≤ δ?.

This relation can be used to establish, through an elegant duality argument, an estimate
in L2((0, T ) × RN ), see [23] and [11]. This estimate is a key for proving the global
existence of weak solutions for the quadratic problem (1)–(2) in [11]: at least, it is
worth pointing out that with this L2 estimate the right hand side Qi(a) in (1) makes
sense, while the estimates based on the mass conservation and entropy dissipation were
not enough. However, the L2 estimate does not schrink the rescaled solutions a(ε) as
ε→ 0 and it is thus not enough to provide global boundedness and regularity. This is
where we can take advantage of using a weak norm.

In the present work, we wish to fill the gap in the boundedness theory and to provide
a complete answer for the quadratic case in any dimension. In fact, our analysis also
covers higher non linearities, but with a non explicit condition on the growth condition.
Our main results state as follows.

Theorem 1.1 Let N ∈ N, with N ≥ 3. For any initial data a0 = (a0
1, a

0
2, a

0
3, a

0
4) in(

C∞(RN ) ∩ L∞(RN )
)4 such that ai(x) ≥ 0 for any x ∈ Rn and i ∈ {1, ..., 4}, there

exists a unique, globally defined, solution a = (a1, a2, a3, a4) to (1)–(2) which is non
negative, bounded on [0, T ]× RN for any 0 < T <∞, and C∞-smooth.

Theorem 1.2 Let N ∈ N, with N ≥ 3. Consider a system (6) verifying h1)-h4).
There exists ν0 > 0 depending on N , δ? and δ? such that if h1) holds with 2 ≤ q ≤
2 + ν0 ≤ 2N+1

N , then for any non negative a0 ∈ C∞(RN ;Rp) ∩ L∞(RN ;Rp), there
exists a unique, globally defined, solution a to (6)–(7) which is non negative, bounded
on [0, T ]× RN for any 0 < T <∞, and C∞-smooth.

Theorem 1.1 thus appears as a consequence of Theorem 1.2. The extra power ν0
allowed on the nonlinearities depends on N , δ? and δ? in a non explicit way and our
method does not provide any precise estimate. It seems unlikely that it can correspond
to a physically relevant threshold. The problem of regularity remains open for higher
nonlinearities. The proof still follows the De Giorgi strategy, and relies on a refinement
of the weak norm estimate obtained in [8] (which, though, remains a crucial ingredient
of the proof). To be more specific, we are going to upgrade the L∞ estimate to a Cα
estimate, working with the set of distributions

T ∈ D ′((0, T )× RN ) such that T = ∆Φ, with Φ ∈ L∞(0,∞;Cα(RN ))

for a certain regularity coefficient 0 < α ≤ 1. This is combined with a L(N+1)/N

estimate on the total mass, obtained through a duality argument. This argument is
directly inspired by the derivation of elliptic estimates by Fabes and Stroock [13] and
it appears as a dual version of the Alexandrof-Bakelman-Pucci-Krylov-Tso (ABPKT)
estimate [1, 4, 24, 17, 26]. We point out that, contrarily to the approach in [8], we do
not use here the bounds derived from the entropy dissipation (8).

The paper is organized as follows. In Section 2, we give an overview of the main
steps of the proof. Section 3 is concerned with the weak estimate on the total mass. It
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relies on a Hölderian regularity analysis for parabolic equations. This is combined with
a duality argument which uses crucially the non negativity of the solution. Section 4
is devoted to a complementary estimate in a suitable Lebesgue space, which, again,
relies on a duality approach. Section 5 explains how the arguments combine to end the
proof of the main results.

2 Main steps of the proof
2.1 A priori estimates; boundedness, global existence and
regularity of the solutions
In what follows, we are going to establish several a priori estimates satisfied by the
solutions of (6). To this end, we will perform various manipulations such as integrations
by parts, permutations of integrals and derivation, etc. These manipulations apply to
the smooth solutions of the problem that can be shown to exist on a small enough
time interval, see [16, Proposition A.2]. They equally apply to solutions of suitable
approximations of the problem (6). The construction of such an approximation — by
regularizing data, coefficients, cutting-off the non linearirities... — can be a delicate
issue in order to preserve the structural features of the original equation, and to admit
a globally defined smooth solution. We refer the reader on this issue to [11]. As it
will be clear in the forthcoming discussion, the estimates we are going to derive do not
depend on the regularization parameter, but only on N , δ?, δ?, and Q, p, q (see h1)),
which, eventually, allows us to conclude by getting rid of the regularization parameter.
The very first estimate is a direct consequence of the mass conservation and entropy
dissipation properties of the system. The following claim, see [16, Proposition 2.1],
applies without any restriction on the number of species p, the degree of non linearity
q nor on the space dimension N .

Proposition 2.1 ([16]) Assume h1)-h4). Let a0 = (a0
1, ..., a

0
p), with non negative

components, satisfy (9). Then, for any 0 < T < ∞, there exists 0 < C(T ) < ∞ such
that

sup
0≤t≤T

{ p∑
i=1

ˆ
RN

ai
(
1 + |x|+ | ln(ai)|

)
(t, x) dx

}
+

p∑
i=1

ˆ T

0

ˆ
RN

∣∣∇√ai∣∣2(s, x) dx ds+
p∑
i=1

ˆ T

0

ˆ
RN

Qi(a) ln(ai) dx ds ≤ C(T ).

The entropy dissipation (8) tells us that
∑p
i=1
´
RN ai ln(ai)(t, x) dx is a non increas-

ing function of the time variable. However, this quantity has no sign. To make this
information a useful estimate, involving the non negative quantities ai| ln(ai)| we need
a control on the first order space moments

´
RN |x|ai(t, x) dx. We refer the reader to [16]

for details. This estimate will not be used in our reasoning; nevertheless the entropy
dissipation still has a crucial role in the proof of Theorems 1.1 and 1.2. By the way
note that the counter examples of systems that produce blow up in [23] very likely do
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not satisfy the entropy dissipation property.

As said above, for data in C∞ ∩ L∞(RN ), we can construct a C∞ and bounded
solution defined on a small enough interval. Let Tmax be the lifespan of such a solution.
Standard bootstrapping arguments tell us that if Tmax <∞ then we have

lim sup
t→Tmax

‖a(t, ·)‖L∞(RN ) = +∞.

In what follows, we are going to obtain a uniform bound satisfied by ‖a(t, ·)‖L∞(RN )
on the time interval [0, Tmax), depending only on Tmax and the assumptions on the
data, which thus contradicts the occurrence of a blow-up of the solution in finite time.
Therefore, the L∞ estimate implies that the lifespan of the solutions of (6)–(7) is infi-
nite. Moreover, boundedness also implies the regularity of the solution, by a bootstrap
argument, see [16, Proposition A.1].

2.2 The key intermediate statements
The main ingredient consists in showing that the local boundedness can be obtained
from a local estimate in Lr, with r > 1, see [8, Proposition 4]. We thus work on balls

Bρ =
{
x ∈ RN , |x| ≤ ρ

}
.

Lemma 2.2 (De Giorgi type Lemma, [8]) We suppose that 2 ≤ q < 2(N+1)
N . We

also suppose that h1)-h4) holds. Let a be a non negative solution to (6) on (−1, 0)×B1.
Then, for any r > 1, there exists a universal constant δr > 0 such that, if a = (a1, ···, ap)
verifies

p∑
i=1
‖ai‖Lr((−1,0)×B1) ≤ δr,

then, 0 ≤ ai(0, 0) ≤ 1, for i ∈ {1, ..., p}.

The proof relies on De Giorgi’s techniques [10] (see also [2] for a related approach).
For the sake of completeness we describe the main steps in Appendix A; it is also
important to detail this proof since this is where the entropy dissipation plays a central
role. At first sight this information does not look very useful since the natural estimates
for (6)–(7) in Proposition 2.1 do not involve Lr norms for an exponent r larger than
1. However, we will be able to identify further estimates, that shrink for the rescaled
solutions (10) as ε → 0. Thus, for ε small enough the rescaled solution fulfils the
criterion in Lemma 2.2.

Lemma 2.3 There exists ε0 > 0 and ν0 > 0 depending on N , δ? and δ? such that if
h1) holds with 2 ≤ q ≤ 2 + ν0 ≤ 2N+1

N , then for all 0 < ε ≤ ε0 we have

p∑
i=1
‖a(ε)

i ‖L(N+1)/N ((−1,0)×B1) ≤ δ

with δ = δ(N+1)/N as defined in Lemma 2.2.
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Coming back to the original variables, we obtain the L∞ estimate.

Corollary 2.4 Let ε0 be defined in Lemma 2.3. Then, for all Tmax
2 < t < Tmax, we

have
p∑
i=1
‖ai(t, ·)‖L∞(RN ) ≤ ε

−2/(q−1)
0 .

Proof. Pick x0 in RN and t0 ∈ (Tmax
2 , Tmax). Applying Lemma 2.2 to a(ε0) yields

0 ≤
p∑
i=1

ai(t0, x0) = ε
−2
q−1
0

p∑
i=1

a
(ε0)
i (0, 0) ≤ ε

−2
q−1
0 .

Having this statement at hand allows us to conclude the proof of Theorem 1.2. Let
2 ≤ q ≤ 2 + ν0 ≤ 2N+1

N . Let a = (a1, ..., ap) be a solution to (6)–(7), and let Tmax be
the lifespan of a. Assume that Tmax is finite. Then, for each i ∈ {1, ..., p}, Corollary 2.4
tells us that ai(t, ·) is uniformly bounded for all Tmax

2 < t < Tmax and thus the sup norm
does not blow up as t→ Tmax. This contradicts the fact that Tmax is the maximal time
of existence of a smooth solution of (6)–(7).

Therefore the cornerstone of the proof consists in proving Lemma 2.3 and identifying
the specific role payed by the norm L(N+1)/N . The argument is two-fold and it uses
the diffusion equation (11) satisfied by the total mass M(t, x) =

∑p
i=1 ai(t, x). On the

one hand, we shall show that the norm L(N+1)/N of M can be controlled by means of
the norm L∞(0,∞;L1(RN )). On the other hand, we shall obtain a new estimate on a
weak norm of M , which will allow us to conclude that

lim
ε→0
‖M (ε)‖L∞(0,∞;L1(RN )) = 0, with M (ε)(s, y) = ε2/(q−1) M(t+ ε2s, x+ εy).

This analysis is based on duality arguments and regularization properties of parabolic
equations. Accordingly, we can conclude to the shriking as ε→ 0 of the L(N+1)/N norm
of the rescaled solutions.

2.3 Preliminary comments
The De Giorgi approach leads us to construct sequences, based on energy-entropy
estimates, where the parameter of the sequence controls level sets of the solution and
space-time localization. Roughly speaking, we obtain a non linear control of the kth
level by the (k− 1)th level. We can finally conclude to a local property of the solution
by using the following simple result.

Lemma 2.5 Let
(
un
)
n∈N be a sequence of non negative real numbers. We suppose that

it satisfies, for any n ∈ N \ {0},

un ≤ Λnuγn−1

where Λ, γ > 1. Then, there exists κ > 0 such that, if 0 ≤ u0 ≤ κ, then limn→∞ un = 0.
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Proof. We set vn = ln(un) which satisfies

vn ≤ n ln(Λ) + γvn−1,

and thus
vn ≤ ln(Λ)

n∑
j=0

jγn−j + v0γ
n ≤ γn ln(ΛF (γ)u0)

with
F (γ) = 1

γ

∞∑
j=0

j
(1
γ

)j−1
= 1
γ

d
dx
( 1

1− x
)∣∣∣
x=1/γ

= 1
γ

( 1
1− 1/γ

)2
.

Therefore vn tends to −∞, and un tends to 0, as n→∞ provided u0 is small enough.

3 Weak norm estimates on the total mass and
shrinking of the rescaled total mass
Our approach relies on the following statement.

Proposition 3.1 Let Φ : (0, T )× RN → R such that
a) Φ lies in L∞((0, T )× RN );
b) ∆Φ = M ≥ 0;
c) Φ satisfies ∂tΦ− d∆Φ = 0 on (0, T )×RN , with a coefficient d : (0, T )×RN → R

verifying 0 < δ? ≤ d(t, x) ≤ δ? <∞ for a. e. (t, x) ∈ (0, T )× RN .
Then, there exists α ∈ (0, 1] such that Φ ∈ C [α/2,α]([t0, T ]×RN ) for any t0 > 0, which
means that we can find C > 0 such that, for any (t, x) ∈ [t0, T ]×RN and (τ, h) ∈ R×RN
with t+ τ ≥ t0, we have

|Φ(t+ τ, x+ h)− Φ(t, x)|
|τ |α/2 + |h|α

≤ C‖Φ‖L∞ .

This Hölder regularity estimate for non conservative parabolic equations dates back to
Krylov-Safonov [18, 19]. In fact, the result of [18, 19] does not need the sign property
b). However, as it will be explained below, this sign property naturally appears for the
system under consideration, and it plays a further crucial role throughout the analysis.
Let us explain the interest of this statement for our purpose. As said above the total
mass M satisfies the diffusion equation (11). Of course, by definition, M is a non
negative function which lies in L∞(0,∞;L1(RN )). Let Φ satisfy ∆Φ = M ≥ 0. Since
d(t, x) is bounded above by δ?, Φ also satisfies the evolution equation

∂tΦ− δ?∆Φ = (d− δ?)∆Φ = (d− δ?)M ≤ 0.

This observation is the cornerstone of the analysis performed in [8]. In particular,
we will make use of the following crucial property established in [8, Proposition 11 &
Corollary 12].
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Proposition 3.2 Let N ∈ N, with N ≥ 3. Let Φ = ∆−1M with M the total mass
associated to a solution of (6). Then, we have

‖Φ‖L∞((0,T )×RN ) ≤ ‖Φ(0, ·)‖L∞(RN ) ≤ KN ‖M(0, ·)‖1−2/N
L∞(RN ) ‖M(0, ·)‖2/N

L1(RN ),

where KN > 0 is a certain universal constant, which only depends on the space dimen-
sion.

Proposition 3.1 thus strengthens [8]’s results in the sense that it provides, beyond
the L∞ estimate on Φ, a Hölder-regularity estimate. Since the estimate in Proposi-
tion 3.2 is not evident at first sight, we give the main steps of the proof in Appendix B
for the sake of completeness. We shall use the following consequence of Proposition 3.1,
which is precisely the estimate that allows us to go beyond the subquadratic non lin-
earities dealt with in [8].

Lemma 3.3 Let M be a non negative solution of (11), and let Φ = ∆−1M . Let
t ≥ t0 > 0 and x ∈ RN . For ε > 0, we set M (ε)(s, y) = ε2/(q−1)M(t+ ε2s, x+ εy). We
suppose that M (ε) lies in L∞(−4, 0;L1(RN )). Then, there exists c > 0 and 0 < α ≤ 1,
depending only on N , δ? and δ?, such that for any 0 < ε ≤

√
t0/2,

sup
−4≤s≤0

ˆ
B2

M (ε)(s, y) dy ≤ c ‖Φ‖L∞ εα−2+2/(q−1) .

Proof. Let ζ ∈ C∞c (RN ) be such that supp(ζ) ⊂ B2 and ζ(x) = 1 for any x ∈ B1.
Since M (ε) ≥ 0, we getˆ

B1

M (ε)(s, y) dy ≤
ˆ
B2

ζM (ε)(s, y) dy =
ˆ
B2

ζ∆Φ(ε)(s, y) dy

≤
ˆ
B2

∆ζ(s, y)
(
Φ(ε)(s, y)− Φ(ε)(0, 0)

)
dy.

By virtue of Proposition 3.1, we can writeˆ
B1

M (ε)(s, y) dy ≤ ε−2+2/(q−1)
ˆ
B2

∆ζ(y)
(
Φ(t+ ε2s, x+ εy)− Φ(t, x)

)
dy

≤ C‖ζ‖W 2,∞(RN )‖Φ‖L∞εα−2+2/(q−1)

for any s ∈ (−4, 0) and 0 < ε2 < t0/4.

As indicated above the Hölder estimate in Proposition 3.1 is due to [18, 19]. For
the sake of completeness, we provide here an alternative proof, which, however, uses
the additional assumption b). The interest of this proof is that it entirely relies on
energy estimates and De Giorgi’s methods. Since the result stated in Proposition 3.1
is standard, the remaining of this Section can be safely skipped by the reader not
interested in such an alternative proof (the original proof relies on a probabilistic in-
terpretation of the equation and uses arguments from the theory of diffusion processes).

Here and below, given ρ > 0, with Bρ the ball {x ∈ RN , |x| ≤ ρ}, we denote

Qρ = (−ρ2, 0)×Bρ.
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In fact, we shall work within Q2, considered as a reference domain. From an equation
satisfied on Q2 we wish to establish qualitative properies on a smaller domain, say Q1
or Q1/2. It is also convenient to introduce the domain

Q̃ = (−9/4,−1)×B1.

We refer the reader to Fig. 1; having the picture of the subdomains of Q2 might be
helpful in following the arguments.

The argument for proving Proposition 3.1 relies on a technical lemma that controls
oscillations. From now on, for a function ϕ defined on Ω ⊂ Rd, we set

osc(ϕ, Ω) = sup
x∈Ω

ϕ(x)− inf
x∈Ω

ϕ(x).

Lemma 3.4 (Decay of oscillations) Let Φ satisfy the assumptions of Proposition 3.1.
There exists λ ∈ (0, 1), which depends only on N and δ?, such that

osc
(
Φ, Q1/2

)
≤ λ osc

(
Φ, Q2

)
.

Let us assume temporarily that Lemma 3.4 holds true. We pick (t, x) ∈ (t0, T )×RN ,
where 0 < t0 < T <∞, and we set

Φk(t+ 2−2ks, x+ 2−ky).

where k ∈ N is large enough so that the time variable remains larger than t0 when
−4 ≤ s ≤ 0; namely, we have k ≥ k0 = ln

( t−t0
4
) 1

2 ln(1/2) . The function Φk is defined on
Q2 and it satisfies

∂sΦk = dk∆yΦk

where
dk(s, y) = d(t+ 2−2ks, x+ 2−ky).

Moreover, we still have −1 ≤ Φk(s, y) ≤ +1. Applying Lemma 3.4 yields

osc
(
Φk, Q1/2

)
≤ λ osc

(
Φk, Q2

)
which rephrases as

osc
(
Φ(t+ ·, x+ ·), Q2−k−1

)
≤ λ osc

(
Φ(t+ ·, x+ ·), Q2−k+1

)
.

We deduce that

osc
(
Φ(t+ ·, x+ ·), Q2−k

)
≤
√
λ
k
× C0, C0 = 2

√
λ
k0
‖Φ‖L∞ .

(We should bear in mind the fact that C0 depends on t0 through the definition of k0
and it is proportional to ‖Φ‖L∞ .) Let x′ ∈ RN and t′ > t0; there exists a unique k ∈ N
such that x′ − x ∈ B2−k+1 \B2−k , 2−2k ≤ |t′ − t| ≤ 2−2(k−1). It follows that

|Φ(t′, x′)− Φ(t, x)|
|t′ − t|α/2 + |x′ − x|α

≤ C0√
λ

(√
λ2α)k.

11



If 0 <
√
λ ≤ 1/2, the right hand side remains obviously bounded, uniformly with

respect to k, for any 0 < α ≤ 1; otherwise we choose

0 < α = ln(1/
√
λ)

ln(2) < 1.

Hence Proposition 3.1 follows from Lemma 3.4.

We are thus left with the task of proving Lemma 3.4. To this end, we shall apply the
following statement.

Proposition 3.5 Let (t, x) 7→ v(t, x) satisfy
• the differential inequality ∂tv − δ?∆v ≤ 0 on Q2;
• −1 ≤ v(t, x) ≤ +1 on Q2;
• meas

({
(t, x) ∈ Q̃, v(t, x) ≤ 0

})
≥ µ meas(Q̃), for some µ > 0

Then, there exists 0 < η < 1 such that

v(t, x) ≤ η on Q1/2.

The function

Φ̃(t, x) = 2
osc(Φ, Q2)

(
Φ(t, x)−

supQ2 Φ + infQ2 Φ
2

)
satisfies the first two assumptions of Proposition 3.5. Suppose that

meas
({

(t, x) ∈ Q2, Φ̃(t, x) ≤ 0
})
≥ meas(Q2)

2 .

(Otherwise, we shall apply the same reasoning to −Φ̃.) Proposition 3.5 tells us that
Φ̃(t, x) ≤ η on Q1/2, which yields osc(Φ̃, Q1/2) ≤ 1 +η (since infQ1/2 Φ̃ ≥ −1), and thus

osc(Φ, Q1/2) ≤ 1 + η

2 osc(Φ, Q2).

It justifies Lemma 3.4, with λ = 1+η
2 ∈ (0, 1).

The proof of Proposition 3.5 relies on a series of intermediate statements.

Lemma 3.6 Let −∞ < a, b < ∞ and let Ω be a smooth bounded domain in RN . We
denote Q = (a, b)× Ω.
(a) Let u ∈ L∞(a, b;L2(Ω)) ∩ L2(a, b;H1(Ω)) such that

∂tu− δ?∆u+ µ = 0

holds in D ′(Q), with µ a non negative measure on Q. Let F : R → R be a non
decreasing convex function. We assume that F (0) = 0 and F ∈W 1,∞

loc (R). Then,
there exists a non negative measure ν such that v = F (u) satisfies ∂tv−δ?∆v+ν =
0 holds in D ′(Q)

12



(b) Let v ∈ L∞((a, b) × Ω) ∩ L2(a, b;H1(Ω)) be a non negative solution of ∂tv −
δ?∆v+ ν = 0, with ν a non negative measure on Q. Then, for any trial function
ϕ ∈ C∞c (Ω) there exists C > 0, which depend only on δ?, ‖v‖L∞ and ϕ, such that,
for a. e. a < s < t < b, the following energy inequality holds

1
2

ˆ
Ω
v2(t, x)ϕ2(x) dx+ δ?

ˆ t

s

ˆ
Ω
|∇(φv)|2(τ, x) dx dτ

≤ 1
2

ˆ
Ω
v2(s, x)ϕ2(x) dx+ C(t− s).

Proof. Note that v = F (u) also lies in L∞(a, b;L2(Ω)) ∩ L2(a, b;H1(Ω)), see e. g. [5,
Prop. IX.5]. Item a) follows from the following computation

∂tF (u) = −F ′(u)µ+ F ′(u)δ?∆u = −F ′(u)µ− δ?F”(u)|∇u|2︸ ︷︷ ︸
≤0

+δ?∆F (u).

The argument can be made rigorous by working on the weak variational formulation
of the equation, with suitable approximation of the solution u.
For proving item (b), we compute

1
2∂t(v

2ϕ2) = δ?ϕ2v∇ · ∇v − νϕ2v

= δ?∇ · (ϕ2v∇v)− νϕ2v − δ?∇v · ∇(ϕ2v)
= δ?∇ · (ϕ2v∇v)− νϕ2v − δ?|∇(ϕv)|2 + δ? v2 |∇ϕ|2.

The second and third terms of the right hand side are non positive; the integral of
the last term is dominated by δ?‖v‖2L∞(Q)‖ϕ‖H1(Ω). Again a full justification proceeds
through an approximation argument.

For proving Proposition 3.5, we shall work with several subdomains of Q2, as indi-
cated by Fig. 1 which might help to follow the arguments.

Lemma 3.7 Let u satisfy ∂tu− δ?∆u ≤ 0 and −1 ≤ u(t, x) ≤ +1 in Q2. Let us set

A =
{
(t, x) ∈ Q1, u(t, x) ≥ 1/2

}
,

B =
{
(t, x) ∈ Q̃, u(t, x) ≤ 0

}
,

C =
{
(t, x) ∈ Q1 ∪ Q̃, 0 < u(t, x) < 1/2

}
.

There exists α > 0 such that if meas(A ) ≥ η and meas(B) ≥ 1
2meas(Q̃), then

meas(C ) ≥ α.

Proof. We argue by contradiction, assuming that a sequence
(
uk
)
k∈N of solutions of

∂tuk − δ?∆uk ≤ 0 in Q2 satisfies −1 ≤ uk(t, x) ≤ +1 and

meas(Ak) ≥ η, with Ak =
{
(t, x) ∈ Q1, uk(t, x) ≥ 1/2

}
,

meas(Bk) ≥
1
2meas(Q̃), with Bk =

{
(t, x) ∈ Q̃, uk(t, x) ≤ 0

}
,

meas(Ck) ≤
1
k
, with Ck =

{
(t, x) ∈ Q1 ∪ Q̃, 0 < uk(t, x) < 1/2

}
.

(12)
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x

t
B1 B2B3/2

t = −4 t = −9/4 t = −1 t = 0

Figure 1: The domains Q2 (the largest box), Q̃ (the dashed box) and Q1 (the grey box)

We focus our interest on the positive part vk = [uk]+, with [z]+ = max(z, 0), which is
still uniformly bounded: 0 ≤ vk(t, x) ≤ 1, By virtue of Lemma 3.6-(a), it satisfies

∂tvk − δ?∆vk + µk = 0, (13)

with µk a non negative measure. The strategy can be recapped as follows. We shall
establish the compactness of vk in the reduced domain (−4, 0)× B3/2. It allows us to
assume that vk converges to a certain function v. Roughly speaking, we are going to
show that v(s, x) vanishes on B1 for certain times −3/2 < s < −1, which will imply
that v vanishes over Q1. It will eventually lead to a contradiction by considering the
behavior of the sets Ak, Bk, Ck as k →∞.

Let us pick a trial function ζ ∈ C∞c (B2) such that ζ(x) = 1 for any x ∈ B3/2 and
0 ≤ ζ(x) ≤ 1 for any x ∈ RN . By using Lemma 3.6-(b), we get for −4 < t1 < t2 < 0
ˆ
ζ2|vk|2(t2, x) dx+ δ?

ˆ t2

t1

ˆ
|∇(ζvk)|2(s, x) dx ds ≤

ˆ
ζ2v2

k(t1, x) dx+ C(t2 − t1),

(14)

14



for a certain constant C > 0. In particular,
(
ζvk

)
k∈N is bounded in L∞(−4, 0;L2(B2))∩

L2(−4, 0;H1(B2)). Going back to (13), since µk ≥ 0, vk ≥ 0, we observe that

0 ≤
ˆ t2

t1

ˆ
B3/2

µk dx ds ≤
ˆ t2

t1

ˆ
B2

ζµk dx ds

≤
ˆ
B2

ζvk(t1, x) dx− δ?
ˆ t2

t1

ˆ
B2

∇vk · ∇ζ dx ds

≤ ‖ζ‖L1 + 2δ?‖∇vk‖L2(Q2)‖∇ζ‖L2(B2)

is bounded uniformly with respect to k. Coming back to (13), we deduce that
(
∂tvk

)
k∈N

is bounded in M 1((−4, 0)× B3/2) + L2(−4, 0;H−1(B3/2)). By virtue of Aubin-Lions-
Simon’s lemma [25] (in fact we use the extended version [20, Theorem 1] which allows
us to deal with measure valued time derivatives), we conclude that

(
vk
)
k∈N is compact

in L2((−4, 0)×B3/2). We can thus assume that vk (possibly relabelling the sequence)
converges to some v in L2((−4, 0)×B3/2). Bienaymé-Tchebyschev’s inequality yields

meas
({

(t, x) ∈ ((−4, 0)×B1), |vk(t, x)−v(t, x)| ≥ ε
})
≤
‖vk − v‖2L2((−4,0)×B1)

ε2
−−−→
k→∞

0,

for any ε > 0.
Let (t, x) ∈ (−4, 0)×B1 be such that ε ≤ v(t, x) ≤ 1/2− ε. Then we distinguish the

following two cases: either |v − vk|(t, x) ≥ ε or 0 ≤ vk(t, x) = (vk − v)(t, x) + v(t, x) ≤
|v − vk|(t, x) + v(t, x) ≤ 1/2. It follows that

meas
({

(t, x) ∈ Q1 ∪ Q̃, ε ≤ v(t, x) ≤ 1/2− ε
})

≤ meas
({

(t, x) ∈ Q1 ∪ Q̃, |v − vk|(t, x) ≥ ε
})

+ meas
({

(t, x) ∈ Q1 ∪ Q̃), 0 ≤ vk(t, x) ≤ 1/2
})︸ ︷︷ ︸

meas(Ck)

≤ meas
({

(t, x) ∈ Q1 ∪ Q̃, |v − vk|(t, x) ≥ ε
})

+ 1
k
,

by using (12). Letting k go to ∞ yields

meas
({

(t, x) ∈ Q1 ∪ Q̃, ε ≤ v(t, x) ≤ 1/2− ε
})

= 0.

Since this property holds for any ε, the monotone convergence property leads to

meas
({

(t, x) ∈ Q1 ∪ Q̃, 0 < v(t, x) < 1/2
})

= 0.

Therefore, we have

for a. e. t ∈ (−9/4, 0), either v(t, x) = 0 or v(t, x) ≥ 1/2 in B1. (15)

Similarly, let (t, x) ∈ (−4, 0) × B1 be such that vk(t, x) = 0. We distinguish the
following two cases: either |v − vk|(t, x) ≥ ε or 0 ≤ v(t, x) = (v − vk)(t, x) ≤ |v −
vk|(t, x) ≤ ε. Coming back to (12), we get

1
2 meas(Q̃) ≤ meas(Bk)

≤ meas
({

(t, x) ∈ Q̃, |v − vk|(t, x) ≥ ε
})

+ meas
({

(t, x) ∈ Q̃, v(t, x) ≤ ε
})
.
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Letting k go to ∞ we obtain

1
2 meas(Q̃) ≤ meas

({
(t, x) ∈ Q̃, v(t, x) ≤ ε

})
.

By monotone convergence, as ε→ 0, we arrive at

1
2 meas(Q̃) ≤ meas

({
(t, x) ∈ Q̃, v(t, x) = 0

})
.

Consequently, we can find a non negligible set of times s ∈ (−3/2,−1) such that
v(s, x) = 0 holds for a. e. x ∈ B1. Letting k go to∞ in (13), we obtain ∂tv−δ?∆v+ν = 0
on (−4, 0)×B3/2, with ν a non negative measure. Let ζ ∈ C∞c (B3/2) be a non negative
trial function such that ζ(x) = 1 for any x ∈ B1. We apply Lemma 3.6-(b), and we
obtain for a. e. t ∈ (s, 0),
ˆ
B1

v2(t, x) dx ≤
ˆ
B3/2

v2(t, x)ζ2(x) dx ≤
ˆ
B3/2

v2(s, x)ζ(x) dx+ C(t− s) = C(t− s),

where, owing to (15), we also know that the left hand side is either null or larger than
meas(B1)

4 . We deduce that, actually, v vanishes on Q1. We are going to show that it
contradicts (12).

Indeed, let us consider (t, x) ∈ Q1 such that vk(t, x) ≥ 1/2. Then, for any ε > 0,
either |v − vk|(t, x) ≥ ε or v(t, x) = vk(t, x) + (v − vk)(t, x) ≥ vk(t, x)− |v − vk|(t, x) ≥
1/2− ε. With the first property in (12), it follows that

η ≤ meas(Ak) ≤ meas
({

(t, x) ∈ Q1, |v − vk|(t, x) ≥ ε
})

+meas
({

(t, x) ∈ Q1, v(t, x) ≥ 1/2− ε
})
.

Letting k go to ∞ yields

η ≤ meas
({

(t, x) ∈ Q1, v(t, x) ≥ 1/2− ε
})
.

Since this inequality holds for any ε > 0, we conclude, by monotone convergence, that

η ≤ meas
({

(t, x) ∈ Q1, v(t, x) ≥ 1/2
})

holds, a contradiction.

Proof of Proposition 3.5. We consider (t, x) 7→ v(t, x) such that −1 ≤ v(t, x) ≤ +1,
meas

({
(t, x) ∈ Q̃, v(t, x) ≤ 0

})
≥ µ meas(Q̃), and v satisfies ∂tv − δ?∆v ≤ 0 in Q2.

The proof splits into two steps.
Step 1.
For k ∈ N, set

vk(t, x) = 2k(v(t, x)− (1− 1/2k)).

We shall show that the integral
¨
Q1

[vk]2+ dx dt
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can be made as small as we wish, by choosing k large enough. Observe that

vk = 2k(v − 1) + 1 = 2vk−1 − 1

which implies that vk ≤ 1 and{
(t, x) ∈ Q̃, v(t, x) ≤ 0

}
⊂
{
(t, x) ∈ Q̃, v(t, x) ≤ 1−1/2k

}
=
{
(t, x) ∈ Q̃, vk(t, x) ≤ 0

}
.

Thus, by assumption on v,we have

meas
({

(t, x) ∈ Q̃, vk(t, x) ≤ 0
})
≥ meas

({
(t, x) ∈ Q̃, v(t, x) ≤ 0

})
≥ µ meas(Q̃).

Let us suppose that, for any k ∈ N
¨
Q1

[vk]2+ dx dt ≥ δ

holds for a certain δ > 0. Since this integral is dominated by

meas
({

(t, x) ∈ Q1, vk(t, x) ≥ 0
})

= meas
({

(t, x) ∈ Q1, vk−1(t, x) ≥ 1/2
})

we infer
meas

({
(t, x) ∈ Q1, vk−1(t, x) ≥ 1/2

})
≥ δ

independently of k. Applying Lemma 3.7 yields

meas
({

(t, x) ∈ Q1 ∪ Q̃, 0 < vk−1(t, x) < 1/2
})
≥ α,

still independently of k. It follows that

meas
({

(t, x) ∈ Q1 ∪ Q̃, vk(t, x) ≤ 0
})

= meas
({

(t, x) ∈ Q1 ∪ Q̃, 2vk−1(t, x)− 1 ≤ 0
})

= meas
({

(t, x) ∈ Q1 ∪ Q̃, vk−1(t, x) ≤ 0
})

+meas
({

(t, x) ∈ Q1 ∪ Q̃, 0 < vk−1(t, x) ≤ 1/2
})

≥ meas
({

(t, x) ∈ Q1 ∪ Q̃, vk−1(t, x) ≤ 0
})

+ α.

Since meas
({

(t, x) ∈ Q1 ∪ Q̃, v0(t, x) ≤ 0
})
≥ meas

({
(t, x) ∈ Q̃, v0(t, x) ≤ 0

})
≥

µ meas(Q̃), this recursion formula leads to

meas
({

(t, x) ∈ Q1 ∪ Q̃, vk(t, x) ≤ 0
})
≥ µ meas(Q̃) + kα.

However, this cannot occur for any k since the left hand side is bounded by meas(Q2).
We conclude that, given δ > 0, there exists k? ∈ N such that

¨
Q1

[vk? ]2+ dx dt ≤ δ.
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Step 2.
The second step relies on De Giorgi’s analysis. Let us set w(t, x) = vk?(t, x). We shall
show that, provided δ is small enough (which means k? large enough), w(t, x) ≤ 1/2
on Q1/2. To this end, let us set, for ` ∈ N,

m` = 1
2
(
1− 1

2`
)
,

w`(t, x) = [w(t, x)−m`]+,

r` = 1
2
(
1 + 1

2`
)
, t` = −r2

` = −1
4
(
1 + 1

2`
)2
.

We are going to work in the domains Q1/2 ⊂ Qr` ⊂ Q1 that shrink to Q1/2 as `→∞,
see Fig. 2.

x

t
B1/2 B1

t = −1 t = −1/4 t = 0

Figure 2: The domains Q1, Qr` and Q1/2 (the grey box)

We consider a sequence of functions ζ` ∈ C∞c (Br`−1) such that 0 ≤ ζ`(x) ≤ 1 on
Br`−1 and ζ`(x) = 1 on Br` . We shall use the basic estimate

|∇ζ`(x)| ≤ C2`, 1
t` − t`−1

≤ C22`.
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We already know that 0 ≤ w`(t, x) ≤ 1, by definition. We can apply the energy
estimate in Lemma 3.6, which reads

1
2

ˆ
B1

w2
` (t, x)ζ2

` (x) dx+ δ?
ˆ t

s

ˆ
B1

|∇(ζ`w`)|2(τ, x) dx dτ

≤ 1
2

ˆ
B1

w2
` (s, x)ζ2

` (x) dx+ δ?
ˆ t

s

ˆ
B1

w2
` |∇ζ`|2(τ, x) dx dτ.

(16)

for −1 < s < t` < t < 0 (note that here we keep explicit the integral in the right
hand side that is roughly estimated by a constant in Lemma 3.6). Averaging over
s ∈ (t`−1, t`) (and using the fact that the integral of a positive quantity over (s, t) is
thus bounded below — resp. above — by the integral over (t`, t) — resp. (t`−1, t))
yields

1
2

ˆ
B1

w2
` (t, x)ζ2

` (x) dx+ δ?
ˆ t

t`

ˆ
B1

|∇(ζ`w`)|2(τ, x) dx dτ

≤ (1/2 + δ?)C22`
ˆ 0

t`−1

ˆ
supp(ζ`)

|w`|2(τ, x) dx dτ.

Let us set
U` =

ˆ 0

t`

ˆ
Br`

|w`|2(t, x) dx dt,

and
E` = sup

t`≤t≤0

ˆ
B1

w2
` (t, x)ζ2

` (x) dx+
ˆ 0

t`

ˆ
B1

|∇(ζ`w`)|2(τ, x) dx dτ

We wish to establish a non linear recursion for U`, which will allow us to justify that
it tends to 0 as `→∞. On the one hand, since

w` ≤ w`−1 and supp(ζ`) ⊂ B`−1,

we note that (16) yields

E` ≤ (2 + 1/δ?)(1/2 + δ?)C22`U`−1.

On the other hand, we observe that

U` ≤
ˆ 0

t`

ˆ
Br`

|ζ`w`|2(t, x) dx dt

≤
(ˆ 0

t`

ˆ
Br`

|ζ`w`|2(N+2)/N (t, x) dx dt
)N/(N+2)

×
(
meas

({
(t, x) ∈ (t`, 0)×Br` , ζ`w` > 0

}))2/(N+2)
,

by using Hölder’s inequality. Remark that

w −m`−1 = w −m` + 1
2`+1
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which leads to to
meas

({
(t, x) ∈ (t`, 0)×Br` , ζ`w` > 0

})
≤ meas

({
(t, x) ∈ (t`−1, 0)×Br`−1 , w`−1 > 2−`−1})

≤ 22`+2U`−1,

by virtue of the Bienaymé-Tchebyschev inequality. Next, we use the Gagliardo-Nirenberg-
Sobolev inequality, see [21, Theorem p. 125](ˆ

Br`

|ζ`w`|2N/(N−2)(t, x) dx
)(N−2)/N

≤ CS
ˆ
Br`

|∇(ζ`w`)|2(t, x) dx.

Mind that we have integrated with respect to the space variable only. We can write

N + 2
N

= θ
2N
N − 2 + 2(1− θ), θ = N − 2

N
∈ (0, 1),

so that ˆ 0

t`

ˆ
Br`

|ζ`w`|2(N+2)/N (t, x) dx dt

≤
ˆ 0

t`

(ˆ
Br`

|ζ`w`|2N/(N−2)(t, x) dx
)θ (ˆ

Br`

|ζ`w`|2(t, x) dx
)1−θ

︸ ︷︷ ︸
≤E 1−θ

`

dt

≤ CθSE 2−θ
` .

Therefore, gathering all these informations together, we obtain

U` ≤ Λ`U 1+2/(N+2)
`−1 ,

for a certain constant Λ > 1. Owing to Lemma 2.5, we deduce that lim`→∞U` = 0
provided U0 is small enough. The smallness condition on U0 is precisely ensured by
the definition w = vk? coming from Step 1. Since

1
|t`|

ˆ 0

t`

ˆ
Br`

|w`|2(t, x) dx dt ≤ U`

we conclude, by applying Fatou’s lemma, that

2
¨
Q1/2

[w − 1/2]2+(t, x) dx dt ≤ lim inf
`→∞

1
t`

ˆ 0

t`

ˆ
Br`

|w`|2(t, x) dx dt = 0

so that, finally, w(t, x) ≤ 1/2 holds a. e. on Q1/2.
Coming back to the change of unknown w(t, x) = vk?(t, x) = 2k?(v(t, x) − (1 −

1/2k?)) ≤ 1/2 becomes

v(t, x) ≤ 1 + 1
2k?+1 −

1
2k? = 1− 1

2k?+1 < 1.
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4 L(N+1)/N estimate on the total mass
This Section is devoted to the proof of the following statement.

Proposition 4.1 There exists a constant K > 0 such that, M ≥ 0 being a solution of
(11) in Q2. We have

‖M‖L(N+1)/N (Q1) ≤ K sup
−4≤t≤0

ˆ
B2

M(t, x) dx.

Proof. Let f be in C∞c (Q1) such that

‖f‖LN+1(Q1) ≤ 1.

We consider the solution of the final problem

∂tu+ d∆u = f in (0, T )× RN ,
u(T, x) = 0, u

∣∣
∂B2

= 0. (17)

We start by reminding the reader the Alexandrof-Bakelman-Pucci-Krylov-Tso (ABPKT)
inequality [1, 4, 24, 17, 26]: there exists a constant C > 0 such that

sup
(t,x)∈Q2

|u(t, x)| ≤ C ‖f‖LN+1(Q2). (18)

In order to obtain an estimate on the L(N+1)/N (Q1) norm of M , solution of (11), we
proceed by duality, bearing in mind the definition

‖M‖L(N+1)/N (Q1) = sup
{∣∣∣¨

Q1

Mf dx dt
∣∣∣, f ∈ C∞c (Q1), ‖f‖LN+1(Q1) ≤ 1

}
.

Let ζ be a cut-off function: ζ ∈ C∞c (B3/2), ζ(x) = 1 for any x ∈ B1, and 0 ≤ ζ(x) ≤
1 for any x ∈ RN . Remark that

¨
Q2

ζMf dx dt =
¨
Q1

Mf dx dt,

since supp(f) ⊂ Q1. We compute this integral by using (17)
¨
Q2

ζMf dx dt =
¨
Q2

ζM(∂tu+ d∆u) dx dt

=
ˆ 0

−2

d
dt

(ˆ
B2

ζMudx
)

dt−
¨
Q2

ζu∆(dM) dx dt

+
¨
Q2

ζMd∆udx dt

=
ˆ
B2

ζMu(0, x) dx− 2
¨
Q2

dM∇ζ · ∇u dx dt

−
¨
Q2

udM∆ζ dx dt.
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We have used several integration by parts where the boundary terms vanish owing
to the fact that supp(ζ) ⊂ B3/2 ⊂ B2. The integrand of the penultimate in the right
hand side can be rewritten as

√
dM∇u ·

√
dM∇ζ, and then we use the Cauchy-Schwarz

inequality and the Young inequality ab =
√
κa b√

κ
≤ 1

2(κa2 + b2

κ ). We thus arrive at
the following estimate∣∣∣∣∣

¨
Q2

ζfM dx dt
∣∣∣∣∣ ≤

∣∣∣∣∣
ˆ
B2

ζMu(0, x) dx
∣∣∣∣∣

+κ
¨
Q2

dM |∇u|2 dx dt+ 1
κ

¨
Q2

dM |∇ζ|2 dx dt

+
∣∣∣∣∣
¨
Q2

udM∆ζ dx dt
∣∣∣∣∣ ,

(19)

where κ ∈ (0, 1) is a parameter that will be determined later on. Inspired from [13,
proof of Theorem 2.1], in order to estimate the second integral in the right hand side,
we use the elementary relation

|∇u|2 = 1
2∆(u2)− u∆u.

Going back to (17), we are thus led to

d|∇u|2 = d

2∆(u2) + 1
2∂t(u

2)− uf.

The advantage of this formulation relies on the fact that, denoting ν the outward unit
normal on ∂B2,

u
∣∣
∂B2

= u2∣∣
∂B2

= 0, ∇u2 · ν
∣∣
∂B2

= 2u∇u · ν
∣∣
∂B2

= 0,

which allows us to perform further integration by parts. We get
¨
Q2

dM |∇u|2 dx dt

= 1
2

¨
Q2

dM∆(u2) dx dt+ 1
2

¨
Q2

M∂t(u2) dx dt−
¨
Q2

Muf dx dt

= −1
2

¨
Q2

∇(dM) · ∇(u2) dx dt+ 1
2

ˆ
B2

Mu2(0, x) dx

−1
2

¨
Q2

∆(dM)u2 dx dt−
¨
Q2

Muf dx dt

= 1
2

ˆ
B2

Mu2(0, x) dx−
¨
Q2

Muf dx dt.

For the last term, since supp(f) ⊂ Q1, the integral actually reduces over Q1 only. The
Hölder inequality then yields∣∣∣∣∣
¨
Q2

Muf dx dt
∣∣∣∣∣ =

∣∣∣∣∣
¨
Q1

Muf dx dt
∣∣∣∣∣ ≤ ‖u‖L∞(Q1)‖M‖L(N+1)/N (Q1)‖f‖LN+1(Q1)

≤ C ‖f‖2
LN+1(Q1)‖M‖L(N+1)/N (Q1),
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by using (18). Besides, still by using (18) and supp(f) ⊂ Q1, we get

1
2

¨
Q2

Mu2(0, x) dx ≤ 1
2‖u‖

2
L∞(Q2)‖M‖L∞(−4,0;L1(Q2))

≤ C 2 ‖f‖2
LN+1(Q1)‖M‖L∞(−4,0;L1(Q2)).

The last two terms in the right hand side of (19) are estimated as follows: we get
¨
Q2

dM |∇ζ|2 dx dt ≤ 4δ?‖ζ‖2W 1,∞(B2)‖M‖L∞((−4,0);L1(B2)),

and ∣∣∣∣∣
¨
Q2

udM∆ζ dx dt
∣∣∣∣∣ ≤ 4δ?‖ζ‖W 2,∞(B2) ‖u‖L∞(Q2)‖M‖L∞((−4,0);L1(B2))

≤ 4δ?‖ζ‖W 2,∞(B2) C ‖f‖LN+1(Q1)‖M‖L∞((−4,0);L1(B2)).

The first integral in the right hand side of (19) is dominated by

‖u‖L∞(Q2)‖M‖L∞(−4,0;L1(Q2)) ≤ C ‖f‖LN+1(Q2)‖M‖L∞(−4,0;L1(Q2)).

Finally, we have found a constant C > 0 such that for any f ∈ C∞c (Q1), with
‖f‖LN+1(Q1) ≤ 1, we have∣∣∣∣∣

¨
Q1

fM dx dt
∣∣∣∣∣ ≤ C((1 + κ+ 1

κ

)
‖M‖L∞(−4,0;L1(B2)) + κ‖M‖L(N+1)/N (Q1)

)
.

Taking the supremum over such f ’s makes the dual norm L(N+1)/N (Q1) appear. We
choose κ small enough, so that 1− κC > 1, and we conclude that

‖M‖L(N+1)/N (Q1) ≤
C(1 + κ+ 1/κ)

1− κC ‖M‖L∞(−4,0;L1(B2))

holds.

5 End of proof of Theorem 1.2: proof of Lemma 2.3
Let 0 < ε0 <

√
Tmax/2. For each component a(ε)

i , Proposition 4.1 gives

‖a(ε)
i ‖L(N+1)/N (Q1) ≤ ‖M

(ε)‖L(N+1)/N (Q1) ≤ K ‖M
(ε)‖L∞(−4,0;L1(B2)). (20)

Next, Lemma 3.3, yields

‖M (ε)‖L∞(−4,0;L1(B2)) ≤ c‖Φ‖L∞εα−2+2/(q−1). (21)

Combining (20) and (21) with Proposition 3.2 leads to
p∑
i=1
‖a(ε)

i ‖L(N+1)/N (Q1) ≤ K ‖a0‖1−2/N
L∞(RN )‖a

0‖2/N
L1(RN ) ε

α−2+2/(q−1) (22)
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for a constant K which depends on p and N . This information is useful as far as
the degree of non linearities is such that the exponent remains positive, which means
q ≤ 2 + α

2−α . It ends the proof of Lemma 2.3.
As explained in Section 2, having at hand this property of the rescaled solution we

go back to the original unknown, and we deduce the L∞ bound of the solution, see
Corollary 2.4. Theorem 1.2, and therefore Theorem 1.1 too, is fully justified.

Remark 5.1 The estimates discussed above differ from [8, see sp. Corollary 14 &
Lemma 15]; and in particular the smallness condition on ε0 does not involve the initial
entropy (9).

A Proof of Lemma 2.2
The proof is based on the De Giorgi techniques [10] and it is reminiscent of the method
introduced by Alikakos [2]. We exploit the dissipative properties of the system by
considering the following non negative, non decreasing, convex, and C1 function

H(z) =
{

(1 + z) ln(1 + z)− z if z ≥ 0,
0 if z ≤ 0.

Let us introduce the following sequences, for j ∈ N,

kj = 1− 2−j , tj = 1/4 + 2−j−2.

Henceforth, we set Bj = Btj and Qj = (−tj , 0)× Bj . Note that

B
(
0, 1

4
)
⊂ Bj ⊂ Bj−1 ⊂ B

(
0, 1

2
)
,(

− 1
4 , 0

)
×B

(
0, 1

4
)
⊂ Qj ⊂ Qj−1 ⊂

(
− 1

2 , 0
)
×B

(
0, 1

2
)
.

We also introduce a family of cut-off functions that satisfies the following properties

ζj : RN → [0,∞), ζj ∈ C∞c (RN ),
0 ≤ ζj(x) ≤ 1,
ζj(x) = 1 for x ∈ Bj , ζj(x) = 0 for x ∈ RN \ Bj−1,

and
sup

l,m∈{1,...,N}, x∈RN
|∂2
l,mζj(x)| ≤ C 22j for a certain constant C > 0.

Lemma A.1 There exists a constant Ĉ > 0, which depends only on δ?, δ?, and on
h1)-h4), such that for any solution a = (a1, ..., ap) of (6) and any η ∈ [0, 1], we have

sup
−tj≤t≤0

p∑
i=1

ˆ
Bj
H(ai − η)(t, x) dx+ 4δ?

p∑
i=1

¨
Qj

∣∣∇x√1 + [ai − η]+
∣∣2(τ, x) dx dτ

≤ Ĉ
(

22j
p∑
i=1

ˆ 0

−tj−1

ˆ
Bj−1

H(ai − η)(s, x) dx ds

+
p∑
i=1

ˆ 0

−tj−1

ˆ
Bj−1

(1 + [ai − η]+)q−1 ln(1 + [ai − η]+)(τ, x) dx dτ
)
.
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Proof. Multiply (6) by ζjH ′(ai − η), integrate over Bj−1 and sum. We get

d
dt

p∑
i=1

ˆ
Bj−1

ζjH(ai − η) dx

=
p∑
i=1

ˆ
Bj−1

di∆ai H ′(ai − η)ζj dx+
p∑
i=1

ˆ
Bj−1

Qi(a)H ′(ai − η)ζj dx.
(23)

The first term in the right hand side of (23) can be written as

−
p∑
i=1

ˆ
Bj−1

di|∇ai|2 H ′′(ai − η)ζj dx+
p∑
i=1

ˆ
Bj−1

diH(ai − η)∆ζj dx

where, on the one hand,
p∑
i=1

ˆ
Bj−1

di|∇xai|2 H ′′(ai − η)ζj dx ≥ 4δ?
p∑
i=1

ˆ
Bj

∣∣∇x√1 + [ai − η]+
∣∣2 dx,

and, on the other hand,
p∑
i=1

ˆ
Bj−1

diH(ai − η)∆ζj dx ≤ Cδ?22j
ˆ
Bj−1

H(ai − η) dx.

For the second term in the right hand side of (23), we get
p∑
i=1

ˆ
Bj−1

Qi(a)H ′(ai − η)ζj dx

=
p∑
i=1

ˆ
Bj−1

(
Qi(a)−Qi(1 + [a− η]+)

)
ln(1 + [ai − η]+)) ζj dx

+
p∑
i=1

ˆ
Bj−1

Qi(1 + [a− η]+) ln(1 + [ai − η]+)) ζj dx︸ ︷︷ ︸
≤0 by h4)

≤ 2pQ
p∑
i=1

ˆ
Bj−1

(1 + [ai − η]+)q−1 ln(1 + [ai − η]+) dx.

The last estimate is a consequence of h1) and of the elementary inequality

|1 + [a− η]+ − a| ≤ 1 + |[a− η]+ − a| ≤ 1 + η ≤ 2

(see [16, proof of Lemma 3.1] or [8, Lemma 3]). We arrive at

d
dt

p∑
i=1

ˆ
Bj−1

ζjH(ai − η) dx+ 4δ?
p∑
i=1

ˆ
Bj

∣∣∇x√1 + [ai − η]+
∣∣2 dx

≤ Cδ?22j
p∑
i=1

ˆ
Bj−1

H(ai − η) dx

+2pQ
p∑
i=1

ˆ
Bj−1

(1 + [ai − η]+)q−1 ln(1 + [ai − η]+) dx.
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We integrate this relation over (s, t), with −tj ≤ t ≤ 0 and −tj−1 ≤ s ≤ tj , and next
we average with respect to s ∈ (−tj−1,−tj), taking into account that tj−1−tj = 2−j−2.
We obtain
p∑
i=1

ˆ
Bj
H(ai − η)(t, x) dx+ 4δ?

p∑
i=1

ˆ t

−tj

ˆ
Bj

∣∣∇x√1 + [ai − η]+
∣∣2(τ, x) dx dτ

≤
p∑
i=1

ˆ
Bj−1

ζjH(ai − η)(t, x) dx

+4δ?
p∑
i=1

1
2−j−2

ˆ −tj
−tj−1

ˆ t

s

ˆ
Bj

∣∣∇x√1 + [ai − η]+
∣∣2(τ, x) dx dτ ds

≤
p∑
i=1

1
2−j−2

ˆ −tj
−tj−1

ˆ
Bj−1

ζjH(ai − η)(s, x) dx ds

+Cδ?22j
p∑
i=1

1
2−j−2

ˆ −tj
−tj−1

ˆ t

s

ˆ
Bj−1

H(ai − η)(τ, x) dx dτ ds

+2pQ
p∑
i=1

1
2−j−2

ˆ −tj
−tj−1

ˆ t

s

ˆ
Bj−1

(1 + [ai − η]+)q−1 ln(1 + [ai − η]+)(τ, x) dx dτ ds

≤ 2j+2
p∑
i=1

ˆ −tj
−tj−1

ˆ
Bj−1

H(ai − η)(s, x) dx ds

+Cδ?22j
p∑
i=1

ˆ t

−tj−1

ˆ
Bj−1

H(ai − η)(τ, x) dx dτ

+2pQ
p∑
i=1

ˆ t

−tj−1

ˆ
Bj−1

(1 + [ai − η]+)q−1 ln(1 + [ai − η]+)(τ, x) dx dτ.

We conclude by taking the supremum over t ∈ (−tj , 0).

Next, we specify the level set considered in these estimates: we use Lemma A.1
with η = kj and we set

Uj =
(

sup
−tj≤t≤0

p∑
i=1

ˆ
Bj
H(ai − kj) dx+

p∑
i=1

¨
Qj
|∇x

√
1 + [ai − kj ]+|2 dx ds

)
.

Lemma A.2 Let 2 ≤ q < 2N+1
N . Then

i) For any r > 1 there exists a universal constant cr > 0 such that

U0 ≤ cr
p∑
i=1

(
‖ai‖rLr((−1,0)×B1) + ‖ai‖1/2Lr((−1,0)×B1) + ‖ai‖Lr((−1,0)×B1)

)
.

ii) There exists a constant Λ > 1 such that

Uj ≤ ΛjU 1+N/2
j−1

for any j ≥ j0. Consequently, there exists δ > 0 such that U0 ≤ δ implies
limj→∞Uj = 0.
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Proof. Throughout the proof, we simply denote by c a constant that depends only on
the parameters of the model, and on the Lebesgue exponent, without paying attention
to the possible changes of the value of the constant from a line to another.

For proving i), we go back to the definition

U0 =

 sup
− 1

2≤t≤0

p∑
i=1

ˆ
B0

H(ai) dx+
p∑
i=1

¨
Q0

∣∣∇x√ai + 1
∣∣2 dx dτ

 ,
where we remind the reader that B0 = B1/2 and Q0 = (−1/2, 0)×B1/2. We make use
of the following elementary inequalities

H(z) ≤ c
(
z(1 + | ln(z))|

)
(24)

|∇
√

1 + a| ≤ |∇
√
a|, (25)

which hold for any z ≥ 0 and any (smooth enough) function a : RN → [0,∞), respec-
tively. We consider ζ0 ∈ C∞c (RN ), supported in B1, such that 0 ≤ ζ0(x) ≤ 1 on RN
and ζ0(x) = 1 on B0. We get

d
dt

p∑
i=1

ˆ
B1

ζ0(x)ai(t, x) dx =
p∑
i=1

ˆ
B1

di∆ζ0(x) ai(t, x) dx ≤ δ?‖∆ζ0‖L∞
p∑
i=1

ˆ
B1

ai(t, x) dx.

Let t ∈ (−1
2 , 0) and τ ∈ (−1, t). We integrate over the time interval (τ, t), and then we

average over τ ∈ (−1,−1
2). We are led to

sup
− 1

2≤t≤0

p∑
i=1

ˆ
B0

ai(t, x) dx ≤ c
p∑
i=1

ˆ 0

−1

ˆ
B1

ai(τ, x) dx dτ.

Similarly, the localized version of the entropy dissipation becomes

d
dt

p∑
i=1

ˆ
B1

ζ0(x) ai ln(ai) dx+
ˆ
B1

ζ0(x)di|∇xai|
2

ai
dx

=
p∑
i=1

ˆ
B1

∆ζ0di
(
ai ln(ai)− ai

)
dx.

≤ δ?‖∆ζ0‖L∞
p∑
i=1

ˆ
B1

(
ai| ln(ai)|+ ai

)
dx.

Again we integrate with respect to the time variable. We shall also use the trick

u| ln(u)| = u ln(u)1u≥1 − u ln(u)10≤u<1 ≤ u ln(u)1u≥1 + 2
e

√
u10≤u<1,

which allows us to dominate

u| ln(u)| ≤ c(ur +
√
u).
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It follows that

sup
− 1

2≤t≤0

p∑
i=1

ˆ
B0

ai| ln(ai)| dx+ 4δ?
p∑
i=1

ˆ 0

− 1
2

ˆ
B0

∣∣∇x√ai∣∣2 dx dτ

≤ c
p∑
i=1

(ˆ 0

−1

ˆ
B1

(
ari +

√
ai + ai

)
dx dτ

)

≤ c
p∑
i=1

ˆ 0

−1

ˆ
B1

|ai|r dx dτ +
(ˆ 0

−1

ˆ
B1

|ai|r dx dτ
)1/(2r)

meas(B1)1−1/(2r)

+
(ˆ 0

−1

ˆ
B1

|ai|r dx dτ
)1/r

meas(B1)1−1/r

 ,
by using the Hölder inequality.

We turn to the proof of ii). The estimate in Proposition A.1 can be recast as

Uj ≤ C

(
22j

p∑
i=1

¨
Qj−1

H(ai − kj)(s, x) dx ds

+
p∑
i=1

¨
Qj−1

(1 + [ai − kj ]+)q−1 ln(1 + [ai − kj ]+)(s, x) dx ds
)
.

(26)
Let us set

Ψ(z) =
√

1 + z − 1.

For any γ ≥ 1, β > 0, we can find a constant cγ,β such that

(1 + z)γ ln(1 + z) ≤ cβΨ(z)2(γ+β).

Moreover, for z ≥ kj ≥ kj−1 we have

1 ≤ z − kj−1
kj − kj−1

= 2j(z − kj−1).

Hence, we can estimate both integrals in the right hand side of (26) by an expression
like

p∑
i=1

¨
Qj−1

2γj(1 + [ai − kj−1]+)γ ln(1 + [ai − kj−1]+) dx ds

≤ cγ,β2γj
p∑
i=1

¨
Qj−1

Ψ([ai − kj−1]+)γ+β dx ds.

We can play with the exponents γ and β for both term so that we obtain a common
bound from above, and we arrive at

Uj ≤ c24j
p∑
i=1

¨
Qj−1

Ψ([ai − kj−1]+)2(N+2)/N dx ds.
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This is possible as far as 2(q − 1) ≤ 2N+2
N that is to say q ≤ 2N+1

N . We shall conclude
by using an interpolation argument. Indeed, on the one hand, we obviously have

sup
−tj−1≤s≤0

ˆ
Bj−1

|Ψ([ai − kj−1]+)|2(s, x) dx ≤ Uj−1,

while Gagliardo-Nirenberg-Sobolev’s inequality, see [21, Theorem p. 125], yields
ˆ 0

−tj−1

(ˆ
Bj−1

|Ψ([ai − kj−1]+)|2N/(N−2)(s, x) dx
)(N−2)/N

ds

≤ c
¨
Qj−1

|∇Ψ([ai − kj−1]+)|2(s, x) dx ds ≤ cUj−1.

By using the interpolation
N + 2
N

= θ
2N
N − 2 + 2(1− θ), θ = N − 2

N
∈ (0, 1),

we combine these information into¨
Qj−1

|Ψ([ai − kj−1]+)|2(N+2)/N (s, x) dx ds

≤
ˆ 0

−tj−1

(ˆ
Bj−1

|Ψ([ai − kj−1]+)|2N/(N−2)(s, x) dx
)θ

×
(ˆ
Bj−1

|Ψ([ai − kj−1]+)|2(s, x) dx
)1−θ

ds

≤ U 1−θ
j−1

ˆ 0

−tj−1

(ˆ
Bj−1

|Ψ([ai − kj−1]+)|2N/(N−2)(s, x) dx
)(N−2)/N

ds ≤ cU 1+2/N
j−1 .

We conclude by applying Lemma 2.5.
Once we know that limj→∞Uj = 0 we deduce that

lim
j→∞

1
tj

p∑
i=1

¨
−Qj

H(ai − kj) dx dt = 0 ≥ 4
p∑
i=1

ˆ 0

−1/4

ˆ
B(0,1/2)

H(ai − 1) dx dt.

It implies that 0 ≤ ai(t, x) ≤ 1 holds for a. e. (t, x) ∈ (−1/4, 0)×B(0, 1/4).

B Proof of Proposition 3.2
It is worth giving some hints for the proof of Proposition 3.2, which is fully detailed in
[8, Proposition 11 & Corollary 12]. Again, the proof heavily relies on duality arguments.
The main step consists in showing that

‖Φ(t, ·)‖L∞(RN ) ≤ ‖Φ(0, ·)‖L∞(RN ). (27)

Indeed, we remind the reader that Φ(t, x) is determined by the convolution formula
(for N > 2)

Φ(t, x) = −CN
ˆ
RN

M(t, y)
|x− y|N−2 dy
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where
CN = 1

(N − 2)σN
,

with σN = 2πN/2

Γ(N/2) the measure of the unit sphere of RN . Thus, given R > 0, we simply
split

Φ(0, x) = −CN
ˆ
|x−y|≤R

M(0, y)
|x− y|N−2 dy − CN

ˆ
|x−y|>R

M(0, y)
|x− y|N−2 dy

which yields

|Φ(0, x)| ≤ CN‖M(0, ·)‖L∞(RN )
σNR

2

2 + CN
RN−2 ‖M(0, ·)‖L1(RN ).

Optimizing with respect to R, we get

|Φ(0, x)| ≤ KN‖M(0, ·)‖1−2/N
L∞(RN )‖M(0, ·)‖2/N

L1(RN ),

where KN > 0 depends only on the space dimension N ≥ 3.

In order to justify (27), we need to introduce a mollified diffusion coefficient. Indeed,
as the ai’s are smooth on [0, Tmax) × RN , M is smooth too; thus (t, x) 7→ d(t, x) is a
smooth function, except possibly at the points where M(t, x) vanishes. Given µ > 0,
we denote dµ(t, x) a smooth function verifying

dµ(t, x) = d(t, x) when M(t, x) ≥ µ, 0 < δ? ≤ dµ(t, x) ≤ δ?.

The proof of (27) splits into two steps.
Let 0 < T <∞, Let ζ ∈ C∞c (RN ) and consider the solution of the final equation

∂tϕ+ dµ∆ϕ = 0, ϕ(T, x) = ζ(x), (28)

together with the initial value problem

∂tρ−∆(dµρ) = 0, ρ(0, x) = ρ0(x).

We assume that
‖ζ‖L∞(RN ) ≤ 1.

The maximum principle, see for instance [12, Theorem 8, Chapter 7], implies

sup
0≤t≤T

‖ϕ(t, ·)‖L∞(RN ) ≤ ‖ζ‖L∞(RN ) ≤ 1.

We have
d
dt

ˆ
RN

ρ(t, x)ϕ(t, x) dx = 0.

It follows that∣∣∣∣ˆ
RN

ρ(T, x)ζ(x) dx
∣∣∣∣ =

∣∣∣∣ˆ
RN

ρ0(x)ϕ(0, x) dx
∣∣∣∣ ≤ ‖ρ0‖L1(RN ).
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By virtue of the Hahn-Banach theorem, we conclude that

‖ρ(T, ·)‖L1(RN ) = sup
{∣∣∣∣ˆ

RN
ρ(T, x)ζ(x) dx

∣∣∣∣ , ζ ∈ C∞c (RN ), ‖ζ‖L∞(RN ) ≤ 1
}

≤ ‖ρ0‖L1(RN ).

Next, we shall apply a similar reasoning in order to make the norm ‖∆ζ‖L1(RN )
appear. For 0 < T <∞ and ϕ solution of (28), let us set

ρ(t, x) = ∆ϕ(T − t, x)

which satisfies

∂tρ−∆(dµρ) = 0, ρ(0, x) = ∆ζ(x) ∈ L1(RN ).

The previous step thus tells us that

‖ρ(T, ·)‖L1(RN ) = ‖∆ϕ(0, ·)‖L1(RN ) ≤ ‖ρ(0, ·)‖L1(RN ) = ‖∆ζ‖L1(RN ).

Going back to the equation for the total mass, we get

d
dt

ˆ
RN

Mϕ(t, x) dx =
ˆ
RN

M(d− dµ)∆ϕ(t, x) dx.

Let 0 < T < Tmax. Integrating over (0, T ) yields∣∣∣∣ˆ
RN

Mϕ(T, x) dx
∣∣∣∣ =

∣∣∣∣ˆ
RN

∆Φϕ(T, x) dx
∣∣∣∣ =

∣∣∣∣ˆ
RN

Φ(T, x)∆ζ(x) dx
∣∣∣∣

=
∣∣∣∣∣
ˆ
RN

Mϕ(0, x) dx+
ˆ T

0

ˆ
RN

M(d− dµ)∆ϕ(t, x) dx dt
∣∣∣∣∣

=
∣∣∣∣∣
ˆ
RN

∆Φϕ(0, x) dx+
ˆ T

0

ˆ
RN

M(d− dµ)∆ϕ(t, x) dx dt
∣∣∣∣∣

≤
∣∣∣∣ˆ

RN
Φ∆ϕ(0, x) dx

∣∣∣∣+
∣∣∣∣∣+
ˆ T

0

ˆ
RN

M(d− dµ)∆ϕ(t, x) dx dt
∣∣∣∣∣

≤ ‖Φ(0, ·)‖L∞(RN )‖∆ϕ(0, ·)‖L1(RN ) + 2Tδ?µ‖∆ϕ‖L∞(0,T ;L1(RN )

since |d− dµ|M = |d− dµ|M1M≤µ ≤ 2δ?µ

≤
(
‖Φ(0, ·)‖L∞(RN ) + 2Tδ?µ

)
‖∆ζ‖L1(RN ).

This relation holds for any µ > 0 and ζ ∈ C∞c (RN ). Therefore, we can conclude that
(27) holds, which ends the proof.
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