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Abstract. The strategy used for sensing in a cognitive radio network
affects the white space that secondary users (SUs) perceive and hence
their throughput. For example, let the average time interval between con-
secutive sensing be fixed as τ . There are several possible ways to achieve
this mean value. The SU may sense the channel at equal intervals of
length τ or sense it at randomly spaced intervals with mean value τ and
guided by, for example, geometric distribution, uniform distribution, etc.
In the end the strategy selected does affect the available white space and
throughput as well as the resources spent on sensing. In this paper we
present a discrete time Markov chain model for cognitive radio network
and use it to obtain the efficiency of sensing strategies. The system stud-
ied is one in which we have a saturated source of secondary users. and
the system give preemptive priority to primary users. These assumptions
do not in any ways affect our results.

1 Introduction

Cognitive radio (CR) has been proposed as one approach to deal with the limited
unlicensed spectrum availability. Most of the licensed spectrum are not fully
utilized most of the time. Capturing the unused time slots, which are known as
spectrum holes, on these available spectrum and using them efficiently is what
CR is about. The FCC has approved the use of these licensed spectrum by
unlicensed users when there is a spectrum hole, subject to a limited interference
to the licensed users [2]. This spectrum hole we refer to as white space. The key
to success for CR consists of effective and efficient sensing of the channels by
the secondary users (SU), the unlicensed users, to detect white spaces when they
occur. A decision making process then follows the sensing, based on the outcome
of the sensing exercise.
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Each time an SU senses the channels, it expends some resources. A lot of
resources are wasted if too many sensing episodes result in unsuccessful capture
of a white space. On the other hand, infrequent sensing could lead to the inability
to detect available white space to transmit messages, resulting in long delays. In
the end a very good balance regarding the sensing strategy is critical in order
to detect white space early enough in the sensing period with minimum sensing
frequency. Despite advance research in the area of CR, little is known about
theoretically founded method for determining the optimal sensing strategy. In
this paper we develop a sensing strategy based on a discrete time Markov chain.

If we observe a PU channel, it is either busy or idle. The idle periods are the
holes referred to as white space. The busy and idle periods form an alternating
sequence of events which may be correlated. An SU sensing this channel at some
time points either finds the channel busy or idle. When a sensing occurs during
the idle time of a PU then the SU is able to effectively utilize the remaining
idle time, which we call the effective white space. The ideal sensing strategy is
one that results in the SU capturing most of the white space when it finds the
channel to be idle, i.e. the one that can minimize the difference between the
lengths of the white space and the effective white space, while keeping resource
utilization to a minimum. As pointed out by Yücek and Arslan [9], selection of
sensing parameters result in trade off between sensing frequency, reliability and
the actual characteristics of the PU channel usage. So the aim in CR networks
is to plan the sensing in order to utilize high proportion of the white space.

The sensing strategy affects the length of the effective white space and hence
determines the efficiency of the strategy. The often made assumption is that
sensing should be done periodically and the issue is determining the interval
between the sensing times [4]. However, there are no documented analytically
based studies supporting the idea of using constant interval between sensing
times as the optimal strategy. In addition, most models that have been devel-
oped for studying cognitive radio networks usually assume that the durations
of both the busy and idle times are governed by the exponential distributions,
see for example Lee and Akyilidz [6]. Geirhofer et al [3] were among the earlier
researchers to show from measurements that the idle time duration was more of
a lognormal distribution. This was further confirmed by Wellens et al [8] who
showed that the idle time duration has lognormal distribution for long durations
and geometric distribution for the short ones. Most of the previous works also
ignored the possible correlation between the busy and idle times, even though
logically one would expect some correlation to exist between the two intervals.
Hoang et al [5] did consider such correlation by introducing a two-state Markov
chain to capture this aspect. Our aim in this paper is to determine how to arrive
at optimal sensing strategy under any cognitive radio network conditions, using
representative mathematical models. We do this by representing the PU busy
and idle periods as alternating Markov phase renewal process [1] and develop
a model to determine effective white space under different sensing strategies.
This Markov phase renewal process allows the busy and idle times durations to
assume a wide variety of distributions and also captures a much broader correla-



tion aspects of the two intervals. By sensing strategies we imply using different
statistical distributions of intervals between sensing time points for a fixed mean
sensing interval. From this we obtain the sensing efficiency which is practically
the ratio of the lengths of the effective white space to that of the white space. The
model presented in this paper is used as a base work for studying a cognitive
radio network in detail in our future work.

The rest of the paper is organized as follows. Section 2 introduces the model of
the channel as seen by the SU, i.e., the pattern of channel busy periods and white
spaces. The behavior of the CR system is described in Section 3. Then a Markov
chain model of the system is developed and some performance measures are
derived. In Section 4 we present a numerical study that evaluates the efficiency
of different sensing strategies and the adjustment of their parameters. Finally,
the paper is concluded in Section 5.

2 Characteristics of the channel

We observe our system in discrete time points 0, 1, 2, · · · . Consider a single com-
munication channel used by a primary user, PU. Here the PU refers to the whole
set of PUs which might use the channel under consideration. This channel is ei-
ther in use (busy) or not in use (idle). Consider a discrete time Markov chain
(DTMC) with state space {1, 2, · · · , nb, nb + 1, · · · , nb + ni}, wit the transition
matrix representing this DTMC given as D. Let the PU busy (b) and idle (i) con-
ditions be represented by the sets of states {1, 2, · · · , nb} and {nb+1, · · · , nb+ni},
respectively. Further define the substochastic matrices Db and Di, to represent
the transitions within the busy and idle periods, respectively, and dbi to rep-
resent transitions from busy to idle and dib from idle to busy. The Db and Di

are substochastic matrices of orders nb and ni, respectively. By these definitions
we have Db1 + dbi1 = 1 and Di1 + dib1 = 1, where 1 is a column vector of
ones. Based on this, the channel is either busy or idle according to the following
transition matrix

D =

[
Db dbi
dib Di

]
. (1)

Let π = [πb,πi, ] be the stationary distribution, where π = πD and π1 = 1.
This is a realistic representation of the channel behavior under general condi-
tions.

The behavior of the PU can be seen as an alternating sequence of busy and
idle periods (white spaces). The duration of a white space follows a phase type
distribution (ω,W ) [1], where ω = (πbdbi1)−1πbdbi and W = Di. Therefore,
σk, the probability that the duration of uninterrupted white space is at least k
time slots, is given as

σk =
1

πbdbi1
πbdbiD

k−1
i 1 , k ≥ 1,



and, Lw, the average duration of this white space is

Lw =

∞∑
k=1

σk =
1

πbdbi1
πbdbi(I −Di)

−11 .

3 Model of the Cognitive Radio System

In this section we consider the actions of the SUs and how they interact and/or
co-exist with the PUs. As in the primary system, by SU we refer here to the
whole set of SUs which might use the channel under consideration. Moreover we
assume that all those SUs are coordinated. The SU can be in one of the following
three situations: sleeping, sensing or transmitting.

Sleeping The duration of the sleeping state is represented by the phase type
distribution (δ, L) of order n`. After waking up the SU proceeds to the
sensing cycle.

Sensing In the sensing cycle the SU takes a series of measurements of the chan-
nel state in consecutive time slots. The maximum number of such measure-
ments in a sensing cycle is described by the phase type distribution (β, S), of
order ns. If the outcome of any of the measurements is busy the sensing cycle
is aborted and the SU goes back to sleep. Otherwise, if all measurements in
the series find the channel idle, the SU proceeds to transmit.

Transmitting The SU will transmit for a maximum number of slots represented
by the phase type distribution (α, T ) of order nt. Depending on the sensing
characteristics and capabilities of the SU, it may, or may not, be able to
detect the arrival of a PU during the transmitting state. In this study we
assume that the SU interrupts immediately the transmission upon the arrival
of a PU.

Let the source of SUs be saturated, i.e. there is always an SU looking for
white space. We can easily consider the case of a non-saturated system. We
also assume that the system gives preemptive priority to PUs over the SUs. In
a separate paper later on we consider the case where we allow the system to
keep track of the phase at which the SU was interrupted, and also relax the
assumption about the source of SUs being saturated.

The time necessary to obtain a sensing measurement cannot be neglected
compared to the transmission time of a data unit. The duration of a slot repre-
sents the length of time required to obtain a sensing measurement. The outcome
of the sensing measurement performed during a slot is known at the end of the
slot. In setting the result of the measurement we adopt a conservative approach:
if any PU activity occurred during the slot the channel state will be deemed as
busy, in other words the measurement undertaken during the time slot [n, n+1)
will yield idle as the result only if the PU was idle at both t = n and t = n+ 1.

Despite the fact that now the sensing time cannot be neglected, it is assumed
that sensing is carried out while the SU is transmitting. It could account for
those situations where the SUs are equipped with required hardware to transmit



and sense simultaneously or collaborative sensing is carried out and the gath-
ered information is shared instantaneously among SUs. If we let the states of
this system be classified as [(PU busy, SU sleeping), (PU busy, SU sensing),
(PU idle, SU sleeping), (PU idle, SU sensing), and (PU idle, SU transmitting)],
then we have the following discrete time Markov chain (DTMC),

P =


Db ⊗ L Db ⊗ l dbi ⊗ L dbi ⊗ (lβ) 0
Db ⊗ δ 0 dbi ⊗ δ 0 0
dib ⊗ L dib ⊗ l Di ⊗ L Di ⊗ (lβ) 0

dib ⊗ ((S1 + s)δ) 0 0 Di ⊗ S Di ⊗ (sα)
dib ⊗ (1δ) 0 0 0 Di ⊗ (T + tα)

 ,
where ⊗ denotes the Kronecker product[1, page 30] and l, s and t are the ab-
sorption probability vectors associated with sleeping, sensing and transmitting
phases, respectively.

This transition matrix captures the full behavior of this saturated system
with preemptive discipline. Specifically, the throughput of the SUs can be ex-
tracted from this matrix after minor algebraic manipulations.

3.1 Performance Measures

We can now write the transition matrix as

P =


P11 P12 P13 P14 0
P21 0 P23 0 0
P31 P32 P33 P34 0
P41 0 0 P44 P45

P51 0 0 0 P55

 ,
where the block elements Pij are as defined in the detailed matrix P .

Provided the Markov chain described by the matrix P is irreducible then
it has a stationary distribution π given as π = πP , π1 = 1, where π =
[π1, π2, π3, π4, π5].

Effective white space exceeds K. Our interest here is in the state set 5.
We are interested in the probability that when the SU is finally able to transmit
it has at least K uninterrupted units of time slots for transmission without
interfering with the PU. Let us further group the states as A = {1, 2, 3, 4} and
B = {5}, and write the matrix P as

P =

[
PA,A PA,B

PB,A PB,B

]
,

where PB,B = P55, and πB = π5 and the rest of the matrices and vectors are
easily inferred from these two.

Then, pK , the probability that the length of an effective white space is at
least K time slots can be written as

pK =
1

πAPA,B1
πAPA,BP

K−1
B,B 1 . (2)



Mean effective white space. From (2) it readily follows that, Le
w, the mean

effective white space is given as

Le
w =

∞∑
k=1

pk =
1

πAPA,B1
πAPA,B(I − PB,B)−11 .

Efficiency of the sensing strategy. We asses the efficiency of the sensing
strategy from two different viewpoints:

– The effectiveness in using available white spaces for transmission; we repre-
sent this by ηt and it is given as

ηt =
π51

π31 + π41 + π51
,

which represents the fraction of slots available for SU transmission where it
effectively transmits.

– The effectiveness in saving unnecessary measurements by remaining in the
sleeping state while the PU is busy; we represent this by ηs and it is given
as

ηs =
π11

π11 + π21
,

which represents the fraction of slots the SU is in sleeping state while the
PU is busy. Saving as much measurements as possible, i.e. a high value of
ηs, is a desirable characteristic of the sensing strategies as it means saving
energy or being able to use the radio to sense other channels.

Obviously, we have that 0 ≤ ηt, ηs ≤ 1. Besides, there is trade-off between
these two efficiency measures. Short sleeping periods leads to high values of ηt
and low value of ηs, and vice versa. We summarize both measures into an overall
efficiency factor, η, as

η = αηt + (1− α)ηs ,

where 0 ≤ α ≤ 1. Note that η ≤ αmax(ηt, ηs)+(1−α) max(ηt, ηs) = max(ηt, ηs),
and analogously η ≥ min(ηt, ηs). Hence, 0 < min(ηt, ηs) ≤ η ≤ max(ηt, ηs) < 1.

4 Experimental Results and Discussion

In this section we use the model to assess different types of sensing strategies.
By sensing strategies we imply that, given a fixed mean sleeping interval, we
want to design rules for sleeping that can achieve this selected mean interval.
We then assess which one of them performs the best. Specifically, we consider the
following: deterministic, uniform, geometric and negative binomial (or Pascal).
All these distributions can be represented by discrete phase type distributions [1].
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Fig. 1. Efficiency of different sensing strategies. Lightly loaded channel, ρPU = 0.2.

For the channel occupancy we use the model proposed in [7], which is shown
to exhibit a self-similar behavior over a finite but wide enough range of time-
scales. Thus the block-matrices in (1) are given as

D =


1−

∑n−1
k=0

1
ak

1
a

1
a2 · · · 1

an−1

b
a 1− b

a(
b
a

)2
1−

(
b
a

)2
...

. . .(
b
a

)n−1
1−

(
b
a

)n−1

 , (3)

where n, a and b are the parameters of the model. The value of n determines the
range of time-scales where the process can be considered as self-similar. Once the
value of n is set the values of a and b are obtained so as to fit the utilization factor
of the channel ρPU = (1−1/b)/(1−1/bn), and the average number of consecutive

slots that the channel is busy (avg. burst length) E[B] =
(∑n−1

k=0 a
−k)−1. In all

the numerical results shown here we set n = 8 and E[B] = 20.
The SU is in the transmitting phase for a maximum number of slots that

follows a geometric distribution with mean value equal to 10. The maximum
duration of a sensing cycle is deterministically set to 2 slots. In what follows we
study the impact on the efficiency of varying the distribution type and the mean
value for the duration of the sleeping phase.

The impacts of the sensing strategy on both ηt and ηs are shown in Fig. 1. As
expected by spending longer intervals in the sleeping state ηt decreases and ηs
increases. Note however that ηs increases abruptly at first, reaches rather high
values and then levels off. Comparatively, the counter decline in ηt occurs more
gradually. The observed trends suggest that weighted efficiency (η) will attain a
peak for short durations of the sleep period, as it is confirmed in Fig. 2. We also
observe that as the channel gets more loaded the value of the optimal efficiency
decreases and, more importantly, the proper adjustment of the sleep duration
becomes a more sensitive issue.

In the comparison of different distributions for the sleep duration (keeping
constant the mean value) it was observed that lower variability results in better
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Fig. 2. Overall efficiency of different sensing strategies. Lightly loaded channel, ρPU =
0.2; moderately loaded channel, ρPU = 0.5.

efficiency —in all our experiments the deterministic distribution yield the highest
overall efficiency— although differences are very small. The efficiency trade-off
is also explored in Fig. 3 where ηs and ηt are displayed one versus the other.
There are three bundles of curves that correspond to different channel utilizations
(high, ρPU = 0.8; moderate, ρPU = 0.5; low, ρPU = 0.2). The four curves in
each bundle correspond to the four distributions of the sleep time, and along
each curve the mean sleep time is varied. For a given value of the mean sleep
time the value of ηs is approximately the same independently of the channel load.
However, as the load increases the curves stretch on the horizontal dimension,
which means that a higher cost in terms of ηt has to be paid to achieve a high
value of ηs.

The impact of the sensing strategy on the distribution of the duration of an
effective white space is shown in Fig. 4. Other experiments —not shown here
due to the lack of space— shown that differences across distributions were not
noticeable for this type of representation. Thus on Fig. 4 we only represented the
results for the deterministic distribution of sleep length. For each channel load
two different lengths are represented: the one at which the weighted efficiency
peaks in Fig. 2 and another one which is four times larger.
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Fig. 3. Trade-off between ηt and ηs. The numbers next to the points denote the average
sleep length for the nearby set of points.

5 Conclusion

In this paper we have established, through an analytical model, that constant
interval sensing is more effective than all the other strategies tested. This is as
expected. The model used is designed for general application for studying the
behavior of cognitive radio networks. In the next stage of our work we plan to
use this model to study the waiting time for an SU to obtain a particular length
of white space and several other performance measures.
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