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Abstract

The challenging problem of active control of separated flows is tackled in the
present paper using model-based design principles, and applied to data issued
from a two-dimensional separated flow experiment. First, a bilinear state and
input delay model of the system has been obtained from experimental data
by means of a modified identification procedure. Adequacy and precision of the
obtained model are demonstrated and compared with existing results. Next, two
control problems (setpoint tracking and optimal control) have been formulated
and studied using sliding mode control methodology and averaging analysis.
The theoretical control results are supported with numerical simulations.

1 Introduction

Control problems for separated turbulent flow are of great interest in the view of many
modern challenges [1]. For example, aerodynamic losses are believed to be one of the
main source of energy wastage for a vehicle at speeds higher than 50km/h. According
to the existing ecological estimates, the reduction of these losses at 25% will decrease
pollution for more than 107 tonnes of CO2 per year. Optimization of the vehicles
shapes remain the preferred solution for reducing aerodynamic losses (or drag) due to
turbulence related mechanisms such as flow separation. Such optimization constitutes
a passive control approach which can not lead to an optimal solution, in particular
when the incoming flow faces dramatic changes due to large unsteady events. Other
passive control solutions include fixed objects such as small deltawings or so-called
vortex generators located on the vehicle surface in order to manipulate the boundary
layer (see [2] and [3] for extensive reviews). Such strategy requires generally extensive
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parametric studies to find the geometrical parameters (dimensions and locations) of
the actuators leading to a solution which can only be optimal for a limited range
of flow conditions. In such a context, active control strategies [1], [4], [5], [6], [7],
[8] implying actuators interacting with the flow and whose control parameters can
be varied on-line to maintain an optimal solution leading to minimization of the
aerodynamic losses constitutes an attractive solution.

Fluidic actuators are the most encountered solutions in turbulent flow control ap-
plications, at least at the academic level (see, e.g. [9], [10], [11]). Flow separation oc-
curring due to a large adverse pressure gradient such as observed for two-dimensional
flap (see [12], [13], [14], [15], [16]) constitutes one of the standard benchmark for de-
velopment of new actuators or advanced control strategies [4], [5], [17], [18] and [19].
This configuration will be considered in the present paper as a test case to apply
recently developed methods of the Control Theory.

The main difficulty of turbulence control is that the behavior of the physics un-
derlying the plant (here designing the flow system) is highly nonlinear. The flow
dynamics are effectively driven by the Navier-Stokes equation which is a distributed
parameter model. Implementation of controllers or observers for such infinite di-
mensional systems needs huge computational resources which cannot be provided in
real-time (see [20], [21], [22]).

Various strategies for separated flow control can be found in the literature. The
most of them use very local (linear) models [6], [7], [8] (i.e. basically skip nonlinear
turbulent dynamics) and deal mainly with feedforward control [4], [5], [17], [18] and
[19]. In this context, the recent control design approach based on machine learning
(model-free) techniques [23] looks rather promising among others. However, long
series of repeated experiments are required for its proper tuning. In addition, the
machine learning approach leaves open a question of robustness of the designed control
and the convergence is not totally proven. A recent survey about various approaches
to flow control design is given by [1]. Model-based robust control of separated flows
remains of particular interest and can be implemented in real system without too much
complexity. One of the objectives of the present paper is to study new perspectives
in this topic.

To design a practically realizable control law, a sufficiently simple model of the
plant should be constructed. For this purpose the paper uses a modified grey-box iden-
tification technique and constructs a model that adequately describes an input/output
behavior of the flow control system. The obtained model is bilinear and presented
by difference-differential equation with state/input delays. One more feature of the
control system under consideration is relay (”ON”/”OFF”) actuation provided by
pulsed jets (air blowers). The preliminary results on modeling of the control system
of separated flows can be found in [24].

The present paper is focused on development of control strategies by means of ap-
plying appropriate mathematical methods to the obtained bilinear time-delay model,
so its main contribution is theoretical. In particular, an optimal control problem is
formulated and a scheme for a sub-optimal feedforward periodic control design is de-
veloped based on averaging analysis. Next, a setpoint tracking algorithm is designed
using a sliding mode control methodology [25], [26], [27], [28], [29] jointly with a pre-
diction technique (see, e.g. [30], [31]). The choice of sliding mode control technique
is motivated by the nature of the actuators used in the experiments which can only
be turned on or off, such as relays. It is well known [25] that the sliding mode is the
usual operation mode of relay control systems. Relay control and/or sliding mode
control systems with delays are studied, for example, in [32], [33]. Despite of the fact
that bilinear systems were considered in literature (see, e.g. [34]), to the best of our
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knowledge, the considered control problems for bilinear models with state and input
delays has never been studied before.

Notation:

• R is the set of real numbers, R+ = {x ∈ R | x ≥ 0};

• CΩ is the space of continuous functions;

• 1 ∈ CΩ is the unit constant function: 1(s) = 1, ∀s ∈ Ω;

• L2
Ω is the space of quadratically integrable functions, ‖z‖L2

Ω
=
√∫

Ω
z2(s)ds;

• L∞Ω is the space of locally measurable essentially bounded functions, ‖z‖L∞ =
ess sup
s∈Ω

|z(s)|;

• if τ > 0, y ∈ L∞R and t ∈ R then ξτ (t) ∈ L∞[−τ,0] : (yτ (t))(σ) = y(t + σ) for σ ∈
[−τ, 0]. The notation yτ (t) and y−τ (t) is commonly used for time-delay models
[35].

2 Flow Control System

2.1 Flow Control Problem

The problem of flow control is basically the meeting point of three research areas [1] :

1. Fluid Mechanics (for analysis of flow dynamics and formulation of control goals),

2. Electronics (for sensing and actuation developments),

3. Control Theory and Optimization (for designing of control laws).

Flow control experimental setup is generally designed and assembled based on
current technological achievements in the field of fluid dynamics and electrical engi-
neering. In such a context, the operator cannot have any impact on the set-up, except
on the control parameters which drive the actuators. The problem resulting is there-
fore to optimize efficiency and robustness of the controller by designing appropriate
control algorithms.

To the best of our knowledge, the paper presents the first attempts in the context
of non-linear (in particular, bilinear) SISO model-based control design for separated
flows. It deals with two classical control paradigms: open-loop (feedforward) and
closed-loop (feedback). While an optimal control problem is studied in the open-loop
context, sliding mode methodology is applied in order to design robust feedback which
tracks a given setpoint.

2.2 Experimental test case

The experimental test case considered is that of a turbulent boundary layer flow
occurring separation along a two-dimensional ramp whose geometry and dimensions
are illustrated in Fig. 1. Full details of the experiments, which were conducted in the
large boundary-layer wind tunnnel at Laboratoire de Mécanique de Lille (France) can
be found in [13], [36]. The boundary layer flow first develops along a flat horizontal
plate (floor of the wind-tunnel) before reaching a smooth convergent where it occurs
acceleration. The flow continues to develop along a slightly inclined flat plate to
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recover a zero pressure streamwise gradient. This is followed by a flap along which
the boundary layer occurs separation and reattaches further downstream to the floor
of the wind-tunnel. This is illustrated in Fig. 2b where streamlines for the averaged
natural flow are reported. Note that the flow comes from the left of the figure.
The ramp geometry is shown as the thick black line. In the present configuration, the
location where the flow separates from the wall is fixed and located at the edge between
the inclined flat plate and the flap (chosen as origin of the coordinate system in figure
Fig. 2). Just downstream of the edge, a shear layer forms and a recirculation region
(reversed flow) appears along the flap due to flow separation. The border between
positive and negative streamwise mean velocity is represented as the blue line. Below
this blue line, the flow is, in average, reversed compared to the flow above the line.
The flow in this separation region constitutes the physical system of interest and to
control, the main objective of the control being to reduce the recirculation region.

An array of 22 co-rotating round jets, air blowers, aligned parallel to the flap edge
is used as actuators. The control input u(t) is a relay (”on”/”off”) signal sent to the
actuators with a given frequency and duty cycle. An example of the averaged flow
obtained when using continuous actuation (relay remains ”ON”) is illustrated in Fig.
2a. Compared to the natural flow discussed previously and shown in Fig. 2b, the
region of reversed flow is drastically reduced and the flow is found to be almost fully
attached to the bottom wall.

For real-time survey, hot-film sensors located along the flap are used to measure
the gain in skin friction: an increase in friction gain being representative of flow
reattachement. In the present configuration, output voltages of hot-film sensors are
the only signals that can be measured in on-line and utilized for control proposes.
The output voltages of the sensors are constants in the steady state. From the point
of view of Control Theory, the control problem examined here admits conventional
interpretation given in Fig. 3.

2.3 Control Aims

2.3.1 Setpoint Tracking Control

Based on flow velocity surveys (not detailed in the present paper), the capability
of the actuators to reattach the flow to the wall has been shown by Raibaudo [37],
[36] to be well characterized by skin friction gain measured by the hot-film sensors.
Therefore, the first control problem to be studied here is stabilization of the output
y at the desired setpoint y∗. The relay nature of actuators motivates us to apply
sliding mode principles in order to design a robust feedback law, which guarantees
y(t)→ y∗ as t→∞.

2.3.2 Optimal Control

Let us consider the cost functional

J(y, u) = lim
T→+∞

1

T

∫ T

0

αy(s)− (1− α)u(s)ds (1)

with 0 ≤ α ≤ 1, which characterizes the averaged value of y in the steady state and
the averaged control value required to obtain it. Since increasing of the output y
implies better reduction of turbulence [12] and our objective is to reattach the flow
as much as possible we also study the problem: to design a control law u such that

J(y, u)→ max . (2)
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Region	of	flow	
separation

Figure 1: Diagram and photo of the experimental setup
Courtesy of Laboratoire de Mécanique de Lille

(a) (b)

Figure 2: Streamlines for (a) the natural flow without control and (b) the flow under
continuous actuation. The blue line represents the border between the reversed flow
(negative streamwise velocity, region of the flow below the line) and the freestream
(positive streamwise velocity, region of the flow above the line). In the controlled case
(b) the recirculation region is shown to be drastically reduced and the flow almost
fully reattached to the wall.

Figure 3: Feedback scheme
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The trade-off between the turbulence reduction and the energy consumed by the
actuation is provided by the choice of the parameter α.

3 Input-Output Modeling of Flow Separation

3.1 Experimental Data and Pre-Processing

The only data we can use for modeling are the input signals to the actuators and the
output voltages of the hot-film sensors measured with a frequency of 1kHz. Therefore,
we cannot design model separately for actuator, sensor and plant, but our model will
implicitly include them all.

Several experiments have been done in order to collect an experimental database
appropriate for model design. Each experiment consists of two phases: actuation and
relaxation. Actuation is done by means of a periodic on/off input signal u with a
fixed frequency and duty circle (DC). Actuation time is 5 seconds. Seven different
input signals have been tested: 1) constant input; 2) Freq=4Hz with DC=50%; 3)
Freq=4Hz with DC=80%; 4) Freq=8Hz with DC=50%; 5) Freq=8Hz with DC=80%;
6) Freq=80Hz with DC=50%; 6) Freq=80Hz with DC=80%.

During the relaxation phase the control is switched off for 5 seconds in order to let
the flow to return to a natural steady separated state. Each experiment is repeated
for more than 50 times and the results are phase averaged in order to obtain an
output signal less effected by measurement noises and exogenous perturbations. This
phase-averaged data (see, Fig. 4) is utilized for modeling.

Figure 4: Phase-averaged data for Freq=4Hz, DC=80%

3.2 Bilinear Model

The dynamics of the flow considered here are highly nonlinear and governed by partial
differential equations (e.g. Navier-Stokes equations). The only SISO (Single Input
Single Output) model can be designed using the experimental dataset. However, this
model should take into account nonlinearity and an infinite dimensional nature of
the control system. That is why we identify an appropriate model from the class
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of bilinear control systems governed by differential equations with time delays (i.e.
differential-difference equations) :

ẏ(t)=

N1∑
i=1

aiy(t−τi)+

N2∑
k=1

bk+

N3∑
j=1

cjky(t−τ̃j)

ui(t−hk), (3)

where N1, N2, N3 are nonnegative integers, ai, bi, cij ∈ R are constant parameters,
and both state τi, τ̃j and input delays hi are considered in order to capture as much
as possible the infinite dimensional dynamics of the system. However, this model is
sufficiently simple and of small order to design some practically implementable control
laws.

The identification has been done using a least-square method supported with
global optimization algorithm NOMAD (Nonlinear Optimization by Mesh Adaptive
Direct Search) (see, [38, 39, 40, 41]) required for optimal assignment of delays. The
reader can refer to [24] for more details about identification of the considered bilinear
model.

3.3 Results of Identification

The bilinear models have been identified for N1 = N2 = 2 and N3 = 1 or 2. The pre-
cision of the models has been analyzed using the three indicators : ε is L2-norm of the
error, FIT index1 introduced in [42] and ρ - the correlation between the experimental
data and the identified model.

ε = ‖yexp− ysim‖L2 , ρ =
cov(yexp, ysim)

σyexpσysim
, FIT =

(
1− ‖yexp − ysim‖L

2

‖yexp − ȳexp‖L2

)
× 100%,

where yexp is the output of the system obtained from the experiment, ysim is the
output generated by the identified bilinear model (3), ȳexp is the mean value of yexp,
cov (yexp, ysim) is the covariance of yexp and ysim, but σyexp and σysim are standard
deviations of yexp and ysim, respectively. The results are summarized in Tables 2 and
1.

Table 1: Precision of the identified models

ε FIT ρ

N3 = 1 0.0495 87.56% 0.9926

N3 = 2 0.0341 91.44% 0.9965

Its is worth stressing that the obtained models have very high precision comparing
with the existing results [42]. The FIT index is improved for almost 30% using the
model with only 8 parameters (see, Table I). The NARX (Nonlinear Autoregressive
Exogenous Model) model obtained in [42] has hundreds of coefficients and FIT=59%.

1FIT is the word ”fit” in capital letters
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Table 2: Identified parameters of the models

N3 = 1 N3 = 2

τi
[
0.054; 0.006

] [
0; 0.116

]
τ̄j

[
0.054; 0.360

] [
0.036; 0.001

]
hk 0.054

[
0.045; 0.315

]
ai

[
9.6468;−12.6195

] [
−11.7146; 7.9658

]
bk 3.5632

[
4.4759; 0.3652

]
cjk

[
−2.6470; 2.6470

] [
29.1680;−28.7925;−24.1864; 23.4018

]
4 Setpoint Tracking Control Problem

4.1 Plant Model and Basic Assumptions

For the design of a tracking control we use the simplest model obtained during the
identification procedure, namely

ẏ(t)=a1y(t− h)− a2y(t− τ) + (b− cy(t− h) + cy(t− τ̄))u(t− h), (4)

y(s) = 0, u(s) = 0 for s ≤ 0, (5)

where a1 > 0, a2 > 0, b > 0, c > 0, τ̄ > 0, h > 0, τ > 0 are constant parameters,
y(t) ∈ R - output and u ∈ L∞R : u(t) ∈ {0, 1}, t ≥ 0 is the input. Note that for
any u ∈ L∞R+

the considered system has a unique Caratheodory solution [43] at least
locally.

We deal with a model of physical system. To exclude non-feasible dynamics we
assume that the system (4), (5) has bounded positive solution for any input signal
u ∈ L∞R+

: u(t) ∈ {0, 1}. The sufficient condition of positivity and boundedness of
solutions to the system (4) is given by the next proposition proven in Appendix.

Proposition 1 If c < a1,(a1 + c)τ < a2τ <
1
e and τ ≤ h ≤ τ̄ then the system (4),

(5) is positive and its solution is globally bounded for any input signal u ∈ L∞ : u(t) ∈
{0, 1} as follows

0 ≤ y(t) < ymax :=
b

a2 − a1
for all t ≥ 0.

4.2 Sliding Mode Control for Time Delay Bilinear System

The conventional sliding mode control methodology [25], [26], [27] is developed for
delay-free systems. We emphasize again that, in our case, the choice of Sliding Mode
control was motivated by the fact that the actuator is relay. In order to design
the sliding mode control we need to compensate input delay using, for example, the
prediction technique (see, e.g. [44], [45], [30], [31]). Developed originally for linear
plants this idea can also be applied for bilinear systems under consideration.

A simple example of a predictor is given here :
Suppose that we study the positive system ẋ(t) = ax(t)+bu(t−h) with a < 0, b > 0

and u(t) ∈ {0, 1}. The maximum value of x(t) is xmax = − b
a , with 0 < x(t) < xmax.

Consider the following prediction variable : σ(t) = ax(t) + b
∫ t
t−h u(s)ds. Its

derivative is: σ̇(t) = ax(t) + bu(t). Note that the control input u is not delayed
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with respect to the sliding variable σ, so the conventional sliding mode design scheme

can be utilized (see, [25]). Take u(t) = sign(σ(t)− σ∗) =

{
1 if σ(t)− σ∗ < 0
0 if σ(t)− σ∗ > 0

,

where σ∗ = ax∗+ b and x∗ ∈ (0, xmax) is the desired value to track. If σ(t) > σ∗ then
σ̇(t) = ax(t) < 0 and, if σ(t) < σ∗ then σ̇(t) = ax(t) + b > axmax + b > 0.

Therefore, d
dt (σ(t)−σ∗)(σ(t)−σ∗) < 0 and, according to [25], sliding mode arises

on the surface σ(t)− σ∗ = 0 in a finite time, i.e. σ(t) = σ∗ for t > t∗.
Assuming τ̄ > h we introduce the following sliding variable for our model, accord-

ing to [31]

σ(t) = y(t)−a2

t∫
t−τ

y(s)ds+c

t∫
t−τ̄+h

y(s)ds+

t∫
t−h

a1y(s)+(b−cy(s)+cy(s−τ̄+h))u(s)ds. (6)

Obviously, the variable σ satisfies the equation

σ̇(t) = (a1 − a2 + c(1− u(t)))y(t) + c(u(t)− 1)y(t− τ̄ + h) + bu(t).

Proposition 2 If conditions of Proposition 1 hold and

Q(jω) 6= 0 for ω 6= 0, (7)

where Q(s)=s+a2e
−sτ−(a2−c)e−sh−ce−sτ̄ , s∈C and j =

√
−1, then the control law

u(t) =

{
1 if σ(t) < σ∗,
0 if σ(t) > σ∗,

(8)

with σ∗ = y∗(1 + a2(h− τ) + c(τ̄ − h)) and y∗ ∈
(

0, b
a2−a1

)
guarantees y(t)→ y∗ as

t→ +∞.

The proof of this proposition is given in Appendix, where it is shown that the control
(8) guarantees finite-time convergence of the sliding variable σ(t) to σ∗, so σ(t) = σ∗

for all t ≥ T . It is worth stressing that when sliding mode arises the system motion
is governed by the infinite dimensional dynamic system

σ∗ = y(t) + a2

t−τ∫
t−h

y(s)ds+ c

t−h∫
t−τ̄

y(s)ds.

This means that our sliding surface σ = σ∗ is ”inifine dimensional”. Using condition
(7) it is proven that the output y(t) tends to y∗ asymptotically as t→∞.

Remark 1. Since

Re(Q(jω)) = a2 cos(τω)− (a2 − c) cos(hω)− c cos(τ̄ω)

Im(Q(jω)) = ω − a2 sin(τω) + (a2 − c) sin(hω) + c sin(τ̄ω)

then to check the condition (7) it is sufficient to consider ω ∈ (0, 2(a2 + c)].

4.3 Numerical Simulation of Setpoint Tracking Control

Obviously, the plant model obtained by the identification (see, Table I, N3 = 1) sat-
isfies the proposition 1 with a1 = 9.6468, a2 = 12.6195, c = 2.6470, b = 3.5632,
τ = 0.006, h = 0.054, τ̄ = 0.360 and with the admissible setpoint value y∗ ∈
(0, ymax), ymax = b

a2−a1
= 1.20. According to Remark 1 the condition (7) has been
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Figure 5: Parametric plot for Q(jω) for −2(a2 + c) < ω < +2(a2 + c)

validated graphically using the parametric plot of the function Q in the complex plane
(see, Fig. 5).

Results from a numerical simulation are depicted in Fig. 6 and Fig. 7 for y∗ = 0.65
(σ∗ = 1.5702, respectively). The simulation has been done using explicit Euler method
and a rather large step size 10−2 (corresponding to the technological limitations of
most of the actuators). Such discretization step is selected in order to evaluate on
simulations a possible amplitude of chattering [25], which always accompanies the
sliding mode control. In addition, such step size corresponds to physical restrictions
on the maximum frequency of many pneumatic actuators.

Fig. 7 shows that after approximately 0.65s, the sliding mode appears making the
input oscillate between 0 and 1 at high frequency. Next, the output y(t) converges to
the desired setpoint y∗ with an error of the order 10−2. The numerical simulations
have been also made for the smaller step size 10−4. They confirmed convergence of
y(t) to y∗ with an error of the order 10−4, which corresponds to numerical precision
of the Euler method.

Fig. 8 plots the value of the sliding variable with respect to time and, except for
the chattering phenomenon, it shows finite-time convergence to the sliding surface
σ(t) = σ∗. For small time steps, σ reaches σ∗ in finite-time and the reaching time is
approximately Treach = 0.65s.

Please note that all simulations are done using a zero initial condition for y.

5 Optimal Control Problem

5.1 Model Description and Basic Assumptions

Let us consider the functional differential equation

ẏ(t) = A(yτ (t))+

N3∑
i=1

(bi +Bi(yτ (t− hi)))u(t− hi), (9)
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Figure 6: Application of the setpoint tracking control: Output of the system

Figure 7: Application of the setpoint tracking control: Control signal

where yτ (t) ∈ C1
[−τ,0] is the state of the system, (yτ (t))(s) = y(t + s) for s ∈ [−τ, 0],

A : C1
[−τ,0] ⊂ L2

[−τ,0] → R and Bi : C1
[−τ,0] ⊂ L2

[−τ,0] → R are linear continuous
functionals, bi ∈ R+ are positive constants, u(t) ∈ {0, 1} is the relay control input,
hi ∈ R+ are input delays. For any u ∈ L∞R+

the considered system has a unique
Caratheodory solution [43]. Similarly to the previous section we assume that the
system (9) with y(s) = 0 for all s ≤ 0 has bounded positive solution for any input
signal u ∈ L∞R+

: u(t) ∈ {0, 1}. We also assume that the class of admissible control
inputs is restricted to ω-periodic functions u(t) = u(t+ ω), ∀t > 0.
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Figure 8: Application of the setpoint tracking control: Sliding variable

5.2 Periodic Feedforward Control

In the periodic case, the optimization problem J(y, u) → max subject to (9) consid-
ered over infinite interval of time can be reduced to the optimal control over finite
time interval. Indeed, if for any ω-periodic input u ∈ L∞R+

the system (9) has a unique
stable ω-periodic solution yω then

J(yω, u) =
1

ω

∫ ω

0

αyω(s)− (1− α)u(s)ds. (10)

To solve this optimization problem we need a proper algorithm of finding of periodic
solutions to the system (9) with a given periodic control input u. Existence of periodic
solution to a particular system (9) as well as algorithm for its finding is provided by
the next theorem.

Theorem 1 ([46]) If 0 = h0 < h1 < ... < hm and

• a function f : R+ × Rn(m+1) → R is measurable and ω-periodic: f(t,x) =
f(t+ ω,x), t ∈ R+, x ∈ Rn(m+1), and satisfies Lipschitz condition:

|f(t,x)−f(t,y)|≤
n−1∑
i=0

m∑
j=0

lij |xij−yij |, x,y∈Rn(m+1),

where lij ≥ 0 are constants, x = (x00, x01, ..., xij , ...) ∈ Rn(m+1) and y =
(y00, y01, ..., yij , ...) ∈ Rn(m+1),

• a liner functional A : Cn
[−hm,0] → R is defined as

Axhm(t) =
m∑
i=0

n∑
j=0

aijx
(j)(t− hi), aij ∈ R,

xhm(t) = x(t+ s) for s ∈ [−hm, 0],

• the frequency θ = 2π
ω satisfies the non-resonance conditions: L (ikθ) 6= 0 for k =

0,±1,±2, ... where p = 0, 1, ..., n− 1 and L(λ) =
m∑
i=0

n∑
j=0

aijλ
je−hiλ is the char-

acteristic quasi-polynomial of the operator A,
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• the inequality q =
∑n−1
p=0 lpσp < 1 holds for lp = lp0 + lp1 + ... + lpm and

σp = max
r∈R

∣∣∣ (irθ)p

L(irθ)

∣∣∣ ,

then the equation Axhm(t) = f(t, x(t), x(t−h1), ..., x(n−1)(t−hm)) has a unique ω-
periodic solution xω∈C[0,ω],

which satisfies the estimate ‖x(i)
ω ‖L2

[0,ω]
≤ σi

1−q‖f(t,0)‖L2
[0,ω]

, i = 0, 1, ..., n− 1 and can

be found by means of iterations

Ax[k+1]
hm

(t) = f(t,x[k](t)), k = 0, 1, 2, ..., (11)

where x[0] is an arbitrary ω-periodic function and x[k](t)= (x[k](t), x[k](t−h1), ..., x[k](t−
hm), ...) ∈ Rn(m+1) and the following estimate

∥∥∥dix[k]

dti −
dixω
dti

∥∥∥
L2

[0,ω]

≤ qk

1−qσi

n−1∑
p=0

lp

∥∥∥dpx[0]

dtp −
dpxω
dtp

∥∥∥
L2

[0,ω]

(12)

holds for i = 0, 1, 2, ..., n− 1.

To the best of our knowledge, the proof of Theorem 1 for L2 spaces has never
been presented in English literature. Its proof given originally in [46] is sketched in
Appendix.

The formula (11) provides simple recursive procedure for numerical finding of pe-
riodic solution with precision controlled by the formula (12). Combination of this
algorithm with some infinite dimensional optimization procedure [47] allows us to
find numerically an optimal input signal u for a fixed period ω. The corresponding
algorithms are usually computationally hard. That is why, for practice, it is also im-
portant to provide a simple suboptimal algorithm. One has the following proposition,
which is proved in Appendix.

Proposition 3 If for any ω-periodic input signal u ∈ L∞R the poitive system (9) has a

unique globally asymptotically stable periodic solution and A(1)+ω−1
∫ ω

0

N2∑
i=1

Bi(ūτ (s))ds <

0, then,

J(y, u) ≥ J̃(u) = 1
ω

α− 1−
α
N2∑
i=1

bi

A(1)+ω−1
∫ ω
0

N2∑
i=1

Bi(ūτ (s))ds

∫ ω

0

u(s)ds

Therefore, if conditions of Proposition 3 holds then the sub-optimal control can
be found by means of maximization of the functional J̃(u).

If periodic control inputs are restricted to

uω,t′(t) =

{
1 for t ∈ [kω, kω + t′),
0 for t ∈ [kω + t′, (k + 1)ω),

(13)

then, in the view of Proposition 3, a quasi optimal solution to (2) can be found
from the finite dimensional optimization problem: J̃(uω,t′) → max . Such class of
input signals is motivated by natural practical demands to minimize the number of
switchings.
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In this case, the condition A(1) + ω−1
∫ ω

0

N2∑
i=1

Bi(ūτ (s))ds < 0 of 3 simplifies to

A(1) + t′

ω

N2∑
i=1

Bi(1) < 0, and J̃(u) to :

J̃(u) =

α− 1−
α
N2∑
i=1

bi

A(1)+
t′

ω

N2∑
i=1

Bi(1)

 t′

ω (14)

This optimization problem can be solved analytically for J̃ . For any fixed value
ω0 of ω, the value of t′ noted by t′0 is given by :

t′0 =



0 if α = 0
ω if α = 1

ω sat[0,1]

 −A(1)
N2∑
i=1

Bi(1)

−

√√√√ α
(α−1)A(1)

(
N2∑
i=1

bi

)
N2∑
i=1

Bi(1)

 if 0 < α < 1

(15)

where sat[0,1] is the saturation function on the interval [0, 1] such that sat[0,1](x) =
x for 0 ≤ x ≤ 1, sat[0,1](x) = 1 for x > 1 and sat[0,1](x) = 0 for x < 0

It is worth stressing that the identified model of the flow control system (see, Table
I) satisfies Proposition 3.

5.3 Numerical simulation results

Let us find the suboptimal feedforward control of the form (13) for our system with
two input delays as presented in Section 5.2. It is easy to compute that A(1) =
−3.7488 < 0 and A(1) + B(1) = −4.1578 < 0, then the conditions of Proposition 3
are fulfilled for every couple (ω, t′).

A numerical simulation of the model (9) with the coefficients chosen in the column
N3 = 2 of Table I can be found in Fig. 9. This simulation was done for α = 0.46
and ω = 0.25, leading to t′ = 0.1119 and the duty cycle t′

ω × 100% = 44.76%. The
value of the cost function for this simulation is J = −0.0339. For comparison, and for
identical values of α and ω, taking a constant control equal to one give J = −0.0711
and a control with a duty cycle of 50% gives J = −0.0389. Another simulation with
α = 0.48 can be found in Fig. 10. It is to be noted that, in the case of our model, the
choice of alpha requires great precision as the saturation of tsw occurs for α < 0.436
and α > 0.488. Therefore, the choice of the parameter α greatly depends on the
system studied and its range and effect may vary from one experiment to another.

Please note that all simulations are done using a zero initial condition for y.

6 Discussion and Conclusions

In the paper the problem of model-based control of separated flows is studied.
The bilinear time delay model of turbulent flow introduced in [24] is considered and

identified. It is shown that both sub-optimal (feedforward) and robust(feedback) con-
trol laws can be designed based on the identified model. Classical control approaches
like sliding mode design can be utilized for this purpose. The experimental tests of
the proposed control strategies as well as their extensions to more exact models of
separated flows are planned for the future work.

14



Figure 9: Application of the feedforward control with α = 0.46

Figure 10: Application of the feedforward control with α = 0.48

Chattering reduction of Sliding Mode control was not studied in this paper. Today
the way for chattering reduction is to use Higher Order Sliding Mode. However, till
now there is no efficient scheme for its application to time-delay bilinear systems. We
consider this problem as important direction for future research. Another possible
direction is related to disturbance reduction and noise sensitivity analysis using for
example, the results of the papers [31], [33], [48]. This would also allow us to cover a
wider range of flow types and experiments.

15



7 Appendix

7.1 Positive systems with time-delay

Lemma 1 If a > 0, τ > 0 and aτ < 1
e then the system ż(t) = −az(t−τ)+f(t), z(s) =

0 for s ≤ 0 is positive for any non-negative f ∈ L∞R , i.e. z(t) ≥ 0 if f(t) ≥ 0 for all
t ≥ 0.

Proof. See Lemma 4 of [49] or Corollary 15.9 from [50].

Lemma 2 Let the system ż(t) = −az(t− τ) + b with z(s) = 0 for s ≤ 0 be positive
and a > 0, b > 0, 0 ≤ aτ < ln(2). Then it has a unique solution defined on R+ such
that 0 < z(t) < b

a and ż(t) > 0 for all t > 0.

Proof. For existence and uniqueness of solution of time-delay systems see [35]. Let
us suppose a contrary, i.e. there exists t∗ > 0 such that z(t∗) = b

a , but z(t) < b
a for

all t > t∗. This immediately implies that ż(t) > 0 and z(t) > 0 for all t ∈ (0, t∗].

Let us denote p(t) = z(t)− a
∫ t
t−τ z(s)ds. Hence, we have

ṗ(t) = −az(t) + b = −ap(t) + b− a2

t∫
t−τ

z(s)ds

and

z(t) = b(1−e−at)
a + a

t∫
t−τ

z(s)ds− a2

t∫
0

e−a(t−σ)

σ∫
σ−τ

z(s)dsdσ

= b(1−e−at)
a + a

t∫
t−τ

z(s)ds− a
t∫

0

e−a(t−σ)

t∫
t−τ

z(σ − t+ s)dsdσ

= b(1−e−at)
a + a

t∫
t−τ

z(s)− a t∫
0

e−a(t−σ)z(σ − t+ s)dσ

ds
= b(1−e−at)

a + a

t∫
t−τ

z(s)− a 0∫
−t

eaσz(s+ σ)dσ

 ds

=
b(1− e−at)

a
+ a

t∫
t−τ

z(s)− ae−as s∫
s−t

eaσz(σ)dσ

 ds

=
b

a
(1− e−at) + a

∫ t

t−τ
e−asf(s, t)ds,

where f(s, t) = easz(s) − a
∫ s
s−t e

aσz(σ)dσ. Since for s ∈ [t − τ, t] and 0 < t ≤ t∗

we have
∂f

∂s
=easż(s)+aeasz(s)− aeasz(s)+aea(s−t)z(s− t)≥0

then z(t) ≤ b(1−e−at)
a + af(t, t)

t∫
t−τ

ds
eas = b(1−e−at)

a + f(t, t) e
aτ−1
eat or, equivalently,

z(t) ≤ b(1−e−at)
a(2−eaτ ) −

a(eaτ−1)
2−eaτ

∫ t
0
e−a(t−σ)z(σ)dσ. Hence, z(t) ≤ w(t), where w(t) sat-

isfies the integral equation w(t) = b(1−e−at)
a(2−eaτ ) −

a(eaτ−1)
2−eaτ

∫ t
0
e−a(t−σ)w(σ)dσ,w(0) = 0
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or, equivalently,

ẇ(t) = −a
(

1 + eaτ−1
2−eaτ

)
w(t) + b

2−eaτ = −aw(t)+b
2−eaτ .

Therefore, we derive that z(t) ≤ b
a

(
1− e−

a
2−eaτ t

)
< b

a for all t > 0. This contradicts
our supposition.

7.2 Proof of Proposition 1

I. Let us consider the system ẏ(t) = −a2y(t − τ) + f(t), y(s) = 0, s ≤ 0, where f is
a locally integrable function. If f(t) ≥ 0 and a2τ ≤ e−1 then the delay-dependent
positivity conditions hold (see, Lemma 1) and y(t) ≥ 0, for all t ≥ 0. On the one
hand, if a1 ≥ c and y(s) ≥ 0 for s ≤ t then f(t) = a1y(t− h) + (b− cy(t− h) + cy(t−
τ̄))u(t − h) ≥ 0. Therefore, using the method of steps (i.e. considering sequentially
the intervals [0, h], [h, 2h]...) we prove positivity of the system (4), (5).

II. Now let us prove boundedness of solutions. Suppose the contrary: there exists
an input signal u(t) and an instant of time t∗ > 0 : y(t∗) = ymax and y(s) < ymax for
s < t∗.

In this case, since b−cy(t−h)+cy(t−τ̄) ≥ b−cy(t−h) = (a2−a1)ymax−cy(t−h) > 0
for all t ∈ [0, t∗] then y(s) ≤ y1(s) for all s ≤ t∗, where y1 is the solution to the positive
system ẏ1(t) = (a1−c)y1(t−h)−a2y1(t−τ)+cy1(t− τ̄)+b. Let us prove boundedness
of solutions of the latter system for this purpose let us study the auxiliary system

ż(t) = −(a2 − a1)z(t− τ) + b, z(s) = 0 for s ≤ 0.

For ∆(t) = z(t)−y1(t) we derive ∆̇(t) = −a2∆(t−τ)+a1z(t−τ)−(a1−c)y1(t−h)−
cy1(t− τ̄). According to Lemma 2 the function z satisfies the inequalities 0 < z(t) <
b/(a2 − a1) = ymax and ż(t) > 0 for all t > 0. Hence, z(t − τ) ≥ z(t − h) ≥ z(t − τ̄)
and

∆̇(t)=−a2∆(t− τ)+(a1 − c)∆(t− h)+c∆(t− τ̄) + η(t),

where η(t) = a1z(t − τ) − (a1 − c)z(t − h) − cz(t − τ̄) ≥ 0 and ∆(s) = 0 for s ≤ 0.
Since the latter system is positive (see, the first part of this proof) then ∆(t) ≥ 0 and
y1(t) ≤ z(t) < ymax for all t ≥ 0. This contradicts our supposition.

7.3 Proof of Proposition 2

Firs of all, let us note that 0 < y(t) < b
a2−a1

for all t > 0 due to Proposition 1.
I. Since the system (4) is positive, then y(t) ≥ 0 for all t ≥ 0. Moreover, if u(t) = 0

and y(t) > 0 then σ̇(t) < 0, but if u(t) = 1 and y(t) < b
a2−a1

then σ̇(t) > 0. Therefore,

while 0 < y(t) < b
a2−a2

we have (σ(t)−σ∗) ddt (σ(t)−σ∗) < 0. Obviously, σ(0) = 0. To
guarantee existence of sliding mode we just need to show that the state σ(t) = σ∗ > 0
is reachable in a finite time t = t∗ > 0. Let us suppose contrary: σ(t) < σ∗ for all
t > 0. This means that u(t) = 1 for all t > 0 and

ẏ(t) = (a1 − c)y(t− h)− a2y(t− τ) + cy(t− τ̄) + b.

Using the last identity let us rewrite the formula (6) as

σ(t) = y(t)− a2

∫ t

t−τ
y(s)ds+ c

t∫
t−τ̄+h

y(s)ds+

t∫
t−h

ẏ(s+ h) + a2y(s+ h− τ)ds =

17



2y(t)− y(t− h) + a2

∫ t+h−τ

t

y(s)ds+ c

t∫
t−τ̄+h

y(s)ds.

Hence, σ(t) ≥ σ∗ if y(t) ≥ y∗. Let us show that there exists t∗ > 0 such that
y(t) > y∗ for all t > t∗. Since ẏ(t) > −a2y(t − τ) + b for all t > 0 then, obviously,
there exists t1 > 0 such that y(t) > b

a2
for all t > t1. In this case, we derive

ẏ(t) > −a2y(t − τ) + b
(

1 + a1

a2

)
for all t > t1 + τ̄ and there exists t2 > t1 + τ̄ such

that y(t) > b
a2

(
1 + a1

a2

)
for all t > t2, and so on. Therefore, for t > ti we derive

y(t) > b
a2

(
1 + a1

a2
+ ...+

(
a1

a2

)i−1
)

=
b

(
1−
(
a1

a2

)i)
a2−a1

and for some i∗ we have y(ti∗) > y∗ ∈
(

0, b
a2−a1

)
. Therefore, the sliding mode

existence condition [25] holds and σ(t) = σ∗, ∀t > t∗.

II. Using the equivalent control method [25] we derive ueq(t) = (a2−a1−c)y(t)+cy(t−τ̄+h)
b−cy(t)+cy(t−τ̄+h)

and

σ∗ = y(t)− a2

t∫
t−τ

y(s)ds+ c

t∫
t−τ̄+h

y(s)ds+

t∫
t−h

a2y(s)− cy(s) + cy(s− τ̄ + h)ds =

y(t) + a2

t−τ∫
t−h

y(s)ds+ c

t−h∫
t−τ̄

y(s)ds

for all t > t∗. Introducing the variable ∆(t) = y(t)− y∗ we obtain the equation

∆(t) + a2

t−τ∫
t−h

∆(s)ds+ c

t−h∫
t−τ̄

∆(s)ds = 0. (16)

It has the characteristic equation 1
sQ(s) = 0, s∈C. We have already proven that all

solutions of the closed-loop system are bounded (see, Proposition 1) and the sliding
mode exists for all t > t∗, so the equation (16) does not have unbounded dynamics.
The condition Q(jω) 6= 0 for all ω 6= 0 implies that this equation does not have non-
constant periodic solutions. So, the only stable solution is ∆(t) ≡ C, where C ∈ R is
some constant. Since 1 + a2(h − τ) + c(τ̄ − h) > 0 then from the equation for ∆(t)
we immediately derive C = 0 and y(t)→ y∗ as t→∞.

7.4 Elements of Averaging Analysis

Let us introduce some additional notations.

• L2
Ω is the Hilbert space of quadratically integrable functions Ω ⊆ R → R with

the norm ‖ · ‖L2 induced by the inner product ξ · η =
∫

Ω
ξ(s)η(s)ds.

• If τ > 0, ξ ∈ L∞R and t ∈ R then
ξ̄τ (t) ∈ L∞[−τ,0] : (ξ̄τ (t))(σ) = ξ(t− σ) for σ ∈ [−τ, 0],
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• For ξ, ν ∈ L∞Ω with R+ ⊂ Ω let us define the operation

〈ξ, ν〉 := lim
T→+∞

1

T

T∫
0

ξ(τ)ν(τ)dτ,

which, in particular, defines the scalar product in the space L∞R+
.

• For ξ, ν ∈ L∞R let us define 〈ξτ , ν〉 ∈ L∞[−τ,0] as

〈ξτ , ν〉(σ) := lim
T→+∞

1
T

T∫
0

ξ(s+ σ)ν(s)ds for σ ∈ [−τ, 0].

Lemma 3 If ξ, ν∈L∞R and τ ∈R+ then 〈ξτ , ν〉 = 〈ξ, ν̄τ 〉.

Proof. The change of integration variable θ = s+ σ gives

〈ξτ , ν〉(σ)= lim
T→+∞

T∫
0

ξ(s+ σ)ν(s)

T
ds= lim

T→+∞

T+σ∫
0

ξ(θ)ν(θ − σ)

T
dθ = 〈ξ, ν̄τ 〉(σ)

for σ ∈ [−τ, 0].
This proposition immediately implies the following

Corollary 1 If ξ ∈ L∞R and τ ∈ R+ then 〈ξτ ,1〉 ∈ C[−τ,0] is the constant function:
〈ξτ ,1〉(σ) = 〈ξ,1〉 for all σ ∈ [−τ, 0], where 1 ∈ CR is the unit constant function (i.e.
1(s) = 1 for all s ∈ R).

Lemma 4 If Φ : L2
[−τ,0] → R+ is a linear continuous functional then 〈Φ(ξτ ), ν〉 =

Φ(〈ξτ , ν〉) for any ξ, ν ∈ L∞R .

Proof. Since Φ is the linear continuous functional L2
[−τ,0] → R+ then by Riesz

Theorem [51] it can be presented as

Φ(η) = µ · η =

∫ 0

−τ
µ(s)η(s)ds, η ∈ L2

[−τ,0]

with some µ ∈ L2
[−τ,0]. Hence,

1
T

T∫
0

Φ(ξτ (s))ν(s)ds = 1
T

T∫
0

0∫
−τ

µ(σ)ξ(s+σ)dσν(s)ds =

0∫
−τ

µ(σ)
1

T

∫ T

0

ξ(s+σ)ν(s)dsdσ.

Taking the limit for both sides we complete the proof.

Corollary 2 If Φ : L2
[−τ,0] → R+ is a linear continuous functional then

lim
T→+∞

1

T

∫ T

0

Φ(ξτ (s))ds = 〈ξ,1〉Φ(1),

for any ξ ∈ L∞R , where 1 ∈ CR+ is the unit constant function.

Lemma 5 If A : C1
[−τ,0] ⊂ L2

[−τ,0] → R and B : C1
[−τ,0] ⊂ L2

[−τ,0] → R are linear
continuous functionals and the system (9) has bounded solution for any u ∈ L∞R then

N2∑
i=1

bi〈u,1〉+ 〈y,Bi(ūτ )〉+ 〈y,1〉A(1) = 0,

where 1 is the unit constant function, y is a solution to (9) with u ∈ L∞R and ūτ (t) ∈
L∞[−τ,0] : (ūτ (t))(σ) = u(t− σ) for σ ∈ [−τ, 0].
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Proof. From the equation (9) we have

T∫
0

ẏ(s)

T
ds =

T∫
0

A(yτ (s))

T
+

N2∑
i=1

bi +Bi(yτ (s− hi))u(s− hi)
T

ds

= A

 T∫
0

yτ (s)

T
ds

+

N2∑
i=1

1

T

T−hi∫
−hi

biu(s)+Bi (yτ (s))u(s)ds.

Since the function y is bounded then limT→+∞
1
T

∫ T
0
ẏ(s)ds = limT→+∞

1
T (y(T ) −

y(0)) = 0 and using Corollary 1 and Lemma 4 we derive limT→+∞
1
T

∫ T
0
A (yτ (s)) ds =

〈y,1〉A(1). Since

lim
T→+∞

1

T

∫ T−hi

−hi
Bi (yτ (s))u(s)ds = 〈Bi(yτ ), u〉

then

0 = 〈y,1〉A(1) + 〈u,1〉
N2∑
i=1

bi + 〈Bi(yτ ), u〉.

Finally, Lemmas 3 and 4 imply 〈Bi(yτ ), u〉 = Bi(〈yτ , u〉) =Bi(〈y, ūτ 〉) = 〈y,Bi(ūτ )〉.

7.5 Proof of Proposition 3

In the periodic case, we derive 〈u,1〉= 1
ω

ω∫
0

u(s)ds, 〈y,1〉= 1
ω

ω∫
0

yω(s)ds and〈y,Bi(ūτ)〉=

1
ω

ω∫
0

Bi(ūτ (s))yω(s)ds, where yω is ω-periodic solution that corresponds to ω-periodic

control input u. On the one hand, the functional Bi is linear and continuous, so
it is bounded and there exists a constant M such that M − Bi(ūτ (s)) ≥ 0 for all
s ∈ [0, ω]. On the other hand, for any ξ, η ∈ L∞[0,ω] we have ξ · η ≤ ‖ξ‖L2

[0,ω]
‖η‖L2

[0,ω]

and ‖ξ‖L2
[0,ω]
≤ 1√

ω
‖ξ‖L1

[0,ω]
. Hence, taking into account positivity of the system (9)

we derive

1
ω

ω∫
0

−Bi(ūτ (s))yω(s)ds = −Mω

ω∫
0

yω(s)ds+ 1
ω

ω∫
0

(M −Bi(ūτ (s)))yω(s)ds

≤−Mω

ω∫
0

yω(s)ds+

1
ω

ω∫
0

M−Bi(ūτ (s))ds

1
ω

ω∫
0

yω(s)ds


=

− 1
ω

ω∫
0

Bi(ūτ (s))ds

 1
ω

ω∫
0

yω(s)ds


Taking into account Lemma 5 we derive

〈u,1〉
N2∑
i=1

bi = −A(1)〈y,1〉−
N2∑
i=1

〈y,Bi(ūτ )〉 ≤ −

A(1) + 1
ω

ω∫
0

N2∑
i=1

Bi(ūτ (s))ds

 〈y,1〉.
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Using the fact that ū is ω-periodic such that 1
ω

ω∫
0

ū(s)ds = t′

ω and Riesz Theorem

[51], we can write for some µi ∈ L2
[−τ,0] :

1
ω

ω∫
0

N2∑
i=1

Bi(ūτ (s))ds = 1
ω

ω∫
0

N2∑
i=1

0∫
−τ

µi(σ)ūτ (s+ σ)dσds

=

N2∑
i=1

0∫
−τ

µi(σ)

 1
ω

ω∫
0

ūτ (s+ σ)ds

 dσ

=

N2∑
i=1

0∫
−τ

µi(σ)
(
t′

ω

)
dσ = t′

ω

N2∑
i=1

Bi(1)

which completes the proof.

7.6 Sketch of the proof of Theorem 1

The proof is based on Fixed-Point Theorem for a generalized Banach spaces B =
L2

[0,ω]×...×L
2
[0,ω], which have vector-valued norms: []x[] = (‖x0‖L2

[0,ω]
, ..., ‖xn−1‖L2

[0,ω]
)> ∈

Rn+ for any x ∈ B. The space Rn+ is semi-ordered using the conventional component-
wise order relation, i.e. x ≤ y if xi ≤ yi, i = 1, ..., n, where x,y ∈ Rn+. In this case
the contraction condition of the operator F : B→ B is

[]Fx−Fy[] ≤ Q[]x− y[], for all x,y ∈ B,

where Q ∈ Rn×n+ is a Schur stable matrix. Under this condition the operator F has
the unique fixed point x∗ on B, i.e. F(x∗) = x∗. To complete the proof of Theorem
1 let us consider the operator F = (F0, ...,Fn−1)> ∈ B with

Fj(x)=
ω∫
0

G(j)(t, s)f(s, x0(s), ..., x0(s− hm), x1(s), ...)ds,

where G is the Green function of the system Axhm(t) = 0. Finally, it can be
shown [46] that F satisfies the contraction condition with the matrix

Q = (l0, ..., ln−1)>(σ0, ..., σn−1)

that is Schur stable due to condition (l0, ..., ln−1)(σ0, ..., σn−1)> < 1.
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[14] T. Chabert, J. Dandois, É. Garnier, and L. Jacquin, “Experimental detection of
flow separation over a plain flap by wall shear stress analysis with and without
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