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Abstract. One of the most effective methods developed for the analysis
of security protocols is an approach based on equational reasoning and
unification. In this approach, it is important to have the capability to
reason about the knowledge of an intruder. Two important measures of
this knowledge, defined modulo equational theories, are deducibility and
static equivalence. We present new combination techniques for the study
of deducibility and static equivalence in unions of equational theories
sharing constructors. Thanks to these techniques, we obtain new modu-
larity results for the decidability of deducibility and static equivalence. In
turn, this should allow for the analysis of protocols involving combined
equational theories which previous disjoint combination methods could
not address due to their non-disjoint axiomatization.

1 Introduction

The formal analysis of security protocols is a large area of research, with one
of its primary starting points the paradigm developed by Dolev and Yao [16]
in which equational theories play a central role. This field of research has re-
sulted in the development of several automated tools for the analysis of security
issues in protocols, including [3, 8, 14, 19, 21, 23, 26]. Unification procedures and
their combinations are widely used in such tools, e.g., a disjoint combination
procedure [5, 24] is the basic engine of Cl-AtSe [26]. This disjoint combination
procedure has been extended to solve satisfiability problems in non-disjoint hi-
erarchical intruder theories [10]. Verifying the security of protocols requires the
development of specific decision procedures to reason about the knowledge that
an attacker may have. Two important measures of this knowledge, which are
useful and widely used, are deducibility [20,22] and static equivalence [1]. Infor-
mally, deducibility is the question of whether an attacker, given their deductive
capabilities and a set of messages representing their knowledge, can compute
another message representing some secret. This is a critical measure of the ca-
pability of the protocol to maintain secrets. Deducibility is needed for many
questions about the security of protocols. However, there are some questions for
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which we need to be able to decide more than deducibility. For some protocols, in
addition to deducibility, we would like to know if an attacker can distinguish be-
tween different runs of the protocol. For example, in protocols which attempt to
transmit encrypted votes we would like to know if, to the attacker, two different
votes are indistinguishable. One measure of this is static equivalence, which is a
critical measure of the capability of the protocol to maintain indistinguishability
between different runs.

Much work has gone into investigating and developing decision procedures for
the questions of deducibility and static equivalence [1, 7, 12, 15]. The equational
theories of interest are usually defined as unions of several simpler sub-theories.
In these cases, it is quite natural to try to proceed in a modular way by combining
the decision procedures already available for the sub-theories. This combination
problem has been investigated in the analysis of sequent calculi [25] for deducibil-
ity, and saturation-based decision procedures [13] for both deducibility and static
equivalence. However, these contributions [13, 25] are restricted to the disjoint
case, where sub-theories are signature-disjoint. Until now, the non-disjoint case
remained unexplored. One difficulty in this study is that the sub-theories often
share some axioms. For example, encryption and decryption axioms are often
found in such equational theories. The approach of just removing the axioms
from one theory can often lead to a dead end: it may no longer be possible to
reuse any existing decision procedure for the theory if an axiom is removed.
Furthermore, along with these shared axioms are often found function symbols,
such as pairing, which are also shared between the combined theories. It is pos-
sible that the shared function symbol appear in some shared axioms and in some
non-shared. Thus, the non-disjoint case offers more complexities.

The approach developed in [13] to solve the disjoint case for deducibility and
static equivalence is based on locality principles, to restrict the application of
saturation-based decision procedures to the finitely many terms occurring in the
problem. Instead, we follow an approach based on the tuning of some combi-
nation techniques which are instrumental to prove the combination procedures
for deducibility and static equivalence. From our point of view, this combination
approach leads to simpler and shorter proofs.

Along the lines of previous works on non-disjoint combination [6, 17, 18], we
focus on equational theories sharing constructors. An originality of our approach
is the ability to consider both shared constructors and shared axioms as those
defining the access to the components of a constructor. In the first portion of
the paper, we clearly define the class of combined theories we consider. A com-
bined term rewrite system is used to identify the constructors. This term rewrite
system is useful to state results showing that some decision procedures known
for sub-theories can be reused without loss of completeness for the combined
theory. In particular, we are interested in solving some restricted context uni-
fication problems related to deducibility and static equivalence. The proposed
combination procedures purify the problems by replacing, as usual, alien sub-
terms with fresh names. This reduction by purification is correct if the problems
are first transformed in an appropriate way: the knowledge specified by the prob-



lems must be completed before purification. These transformations are borrowed
from the ones initiated in [13] for the disjoint case.

Outline. Section 2 presents the background information for this paper. Section 3
develops the new combination results for non-disjoint equational theories sharing
constructors. In Section 4 we apply the results from Section 3 to the two knowl-
edge questions from security protocols, deducibility in Section 4.1, and static
equivalence in Section 4.2.

2 Preliminaries

We use the standard notation of equational logic and term rewriting [4]. As in [1]
we use some concepts, such as names, borrowed from the applied pi calculus [2].

Given a first-order signature Σ, a set of names is a countable set of (free)
constants N , such that Σ ∩N = ∅. Given a (countable) set of variables X, the
set of (Σ ∪ N)-terms over X is denoted by T (Σ ∪ N,X). The set of variables
in a term t is denoted by fv(t) and the set of names in t is denoted by fn(t).
A term t is ground if fv(t) = ∅. For any position p in a term t (including the
root position ε), t(p) denotes the symbol at position p, t|p denotes the subterm
of t at position p, and t[u]p denotes the term t in which t|p is replaced by u.
Given any Σ′ ⊆ Σ, A term t is said to be Σ′-rooted if t(ε) ∈ Σ′. A context,
C, is a first-order term with “holes”, or distinguished variable that occur only
once. We may write C [x1, . . . , xn], to illustrate that the context C contains n
distinguished variables.

Given a set E of Σ-axioms (i.e., pairs of Σ-terms, denoted by l = r), the
equational theory =E is the congruence closure of E under the law of substitu-
tivity. For any Σ-term t, the equivalence class of t with respect to =E is denoted
by [t]E . Since Σ ∩N = ∅, the Σ-equalities in E do not contain any names in N .
A theory E is trivial if x =E y, for two distinct variables x and y. In this paper,
all the considered theories are assumed non-trivial.

A substitution σ is an endomorphism of T (Σ∪N,X) with only finitely many
variables not mapped to themselves. Application of a substitution σ to a term t
(resp. a substitution θ) is written tσ (resp. θσ). The domain of σ is Dom(σ) =
{x ∈ X | xσ 6= x}. The range of σ is Ran(σ) = {xσ | x ∈ Dom(σ)}. Given
a substitution σ = {x1 7→ t1, . . . , xm 7→ tm}, we have Dom(σ) = {x1, . . . , xm}
and Ran(σ) = {t1, . . . , tm}. When θ and σ are two substitutions with disjoint
domains and with only ground terms in their ranges, θσ = θ ∪ σ.

A term rewrite system (TRS) is a pair (Σ,R), where Σ is a signature and
R is a set of rewrite rules of the form l → r, such that l, r are Σ-terms, l is not
a variable and fv(r) ⊆ fv(l). When the signature is clear from the context, a
TRS is simply denoted by R. A term s rewrites to a term t, denoted by s→R t
(or simply s → t), if there exists a position p of s, a rule l → r ∈ R, and a
substitution σ such that s|p = lσ and t = s[rσ]p. A term s is a normal form with
respect to the relation →R (or simply a normal form), if there is no term t such
that s→R t. This notion is lifted to substitutions as follows: a substitution σ is



normalized if, for every variable x in the domain of σ, xσ is a normal form. A
TRS R is terminating if there are no infinite reduction sequences with respect
to →R. A TRS R is confluent if, whenever t→∗R s1 and t→∗R s2, there exists a
term w such that s1 →∗R w and s2 →∗R w. A confluent and terminating TRS is
called convergent. In a convergent TRS R, any term t admits a unique R-normal
form denoted by t↓R. A TRS is finite if its set of rules is finite. From now on, a
finite TRS is denoted by a calligraphic letter, say R. Given a finite TRS (Σ,R),
D(R) = {l(ε) | l → r ∈ R} and C(R) = Σ\D(R). A finite convergent TRS R is
said to be subterm convergent if for any l→ r ∈ R, r is either a strict subterm of
l or a constant. An equational theory is subterm convergent if it is presented by
a subterm convergent TRS. Both deducibility and static equivalence are known
to be decidable in subterm convergent theories [1].

3 Combination of Theories

In this section we begin with an example from security protocol analysis to help
elucidate the new presentation of non-disjoint combination below.

Example 1. Consider the following equational theories:

T1 =

{
enc(〈x, y〉, z) = 〈enc(x, z), enc(y, z)〉
dec(〈x, y〉, z) = 〈dec(x, z), dec(y, z)〉, dec(enc(x, y), y) = x

}
T2 = {h(〈x, y〉, z) = 〈h(x, z), h(y, z)〉}, T3 = {fst(〈x, y〉) = x, snd(〈x, y〉) = y}.
The theories E1 = T1 ∪ T3 and E2 = T2 ∪ T3 are two theories of homomorphism
studied respectively in [1] and in [11].

In the above example, if one wishes to ask questions about the combined
theory, E = E1 ∪ E2, then there are several problems.

First, there is the shared symbol, 〈〉, which, if the equalities are oriented
from left to right, is a shared constructor. In addition, there are two particular
shared destructors, again via a left-to-right orientation, fst(〈x, y〉) = x, and
snd(〈x, y〉) = y. This problem, having one or more axioms which are exactly
the same but in two different presentations of two different equational theories,
is common in theories arising from security protocols. For example, the axioms
in T3 are common, just like dec(enc(x, y), y) = x. To proceed by combination
techniques we could try to consider E as the union of three theories T1, T2 and T3.
However, this union would still share the symbol 〈〉 and thus we couldn’t rely on
current combination methods. Furthermore, there is an additional problem of the
availability of decision procedures for these three theories. Often, we are trying
to combine two or more theories for which we have decision procedures available
to obtain a decision procedure for the combined theory, E in our example. If
we remove equalities from a presentation, we are not guaranteed to still have
a decision procedure available. For example, deducibility has been studied for
E1 and E2, but has not been studied for E1 \ T3. Therefore, we consider a new
method of non-disjoint combination which allows us to combine E1 and E2 and
maintain decidability of such questions as deducibility and static equivalence.



Before continuing to the details let us briefly outline some of the key topics
needed to achieve the combination results. In the following, the combined theory
E is handled thanks to a combined convergent TRS R sharing constructors
(cf. Definition 1). The purification of ground terms is processed by constant
abstraction, which is formally defined via a bijection between R-normal forms
and fresh names (cf. Definition 2). Fortunately, we can use layer-reduced forms
as a computable alternative to R-normal forms (cf. Definition 3). The knowledge
problems we focus on are expressed using the notion of frame defined as a ground
substitution together with a set of restricted names. A completion mechanism
is required to achieve all the knowledge encoded by a frame (cf. Definition 5).
As shown in Section 4, our combination methods are based on the constant
abstraction of completed frames.

3.1 Constructor-Sharing Theories

Let us formally describe the combined theories we are interested in. We focus
on combinations of theories T1 ∪ · · · ∪ Tn for which shared function symbols
can be interpreted as constructors. To formalize the notion of constructor, it
is convenient to rely on a term rewrite system. However, not every equational
theory can be equivalently presented by a term rewrite system. Fortunately, it is
always possible to rely on a ground term rewrite system that could be obtained
by unfailing completion [5]. More directly, this term rewrite system and the
related constructors are defined below with respect to a reduction ordering used
to orient heterogeneous ground instances of Ti-equalities.

Definition 1. Let Ti be an equational Ωi-theory for i = 1, . . . , n. Consider the
signature Σ = Ω1 ∪ · · · ∪Ωn and the equational Σ-theory E = T1 ∪ · · · ∪ Tn. Let
> be a Noetherian reduction ordering on T (Σ ∪ V ) (i.e., stable by context) such
that V denotes a (sufficiently large) finite set of free constants (including names)
which are minimal w.r.t >. Consider a (possibly infinite) set of Ωi-equalities Ai
such that:

– For any l = r ∈ Ai such that l(ε), r(ε) ∈ Ωi, and any substitution ψ such
that Ran(ψ) ⊆ T (Σ ∪ V ), we have lψ > rψ or rψ > lψ.

– For any l = x ∈ Ai such that l(ε) ∈ Ωi, x is a variable, and any substitution
ψ such that Ran(ψ) ⊆ T (Σ ∪ V ), we have lψ > xψ.

– the TRS Ri = {lψ → rψ | l = r ∈ Ai, lψ > rψ,Ran(ψ) ⊆ T (Σ ∪ V )} is
convergent on T (Σ ∪ V ) and =Ri is =Ti on T (Σ ∪ V ).

A function symbol f ∈ Σ is a constructor of Ri if for any terms t1, . . . , tm in
T (Σ ∪V ), f(t1, . . . , tm) ↓Ri= f(t1 ↓Ri , . . . , tm ↓Ri). E is said to be constructor-
sharing (w.r.t >) if for any i, j ∈ {1, . . . n}, i 6= j, function symbols in Ωi∩Ωj are
constructors of both Ri and Rj. In that case, R = R1 ∪ · · · ∪Rn is the combined
TRS of E and SC =

⋃
i6=j Ωi ∩Ωj is the set of shared constructors of E.

There are several ways to consider appropriate Ai’s following Definition 1. In
general, Ai can be chosen as the set of all Ωi-equalities l = r such that l =Ti r.



In the following example, we detail the prominent case of theories presented by
finite convergent term rewrite systems.

Example 2. In Definition 1, consider Ti is presented by a finite convergent TRS
Ri for i = 1, . . . , n, such that R1 ∪ · · · ∪ Rn is terminating for a reduction
ordering on (the set of terms with variables) T (Σ,X). Then, rules in Ri can
be used to build Ai and Ri-normal forms are computable by Ri-normalization.
Assume that for any i, j ∈ {1, . . . n}, i 6= j, we have Ωi ∩ Ωj ⊆ C(Ri) ∩ C(Rj).
Let R = R1∪ · · · ∪Rn. Then, the equational theory of R is constructor-sharing,
where normal forms are computable by R-normalization.

Proposition 1. If E is a constructor-sharing Σ-theory, then its combined TRS
R is a convergent TRS such that =R is =E on T (Σ ∪ V ).

In Definition 1, note that the constructors of any Ri remain constructors of
R. If a term is R-reducible, then it is R-reducible by a rule whose left hand-side
is (Σ\SC)-rooted.

Assumption 1 Consider a constructor-sharing theory E = T1 ∪ · · · ∪ Tn as in
Definition 1, its combined TRS R, and its set of shared constructors SC. We
assume E is split into two non-disjoint theories E1 and E2, defined as follows. Let
K1,K2 ⊂ {1, . . . , n} such that K1 ∪K2 = {1, . . . , n}. For i = 1, 2, consider the
signature Σi =

⋃
k∈Ki

Ωk and the Σi-theory Ei =
⋃
k∈Ki

Tk. So, Σ = Σ1 ∪Σ2,
E = E1 ∪E2 and both E1, E2 include the equational theory

⋃
k∈K1∩K2

Tk. From
now on, the R-normal form of any t is simply denoted by t ↓.

We illustrate the above notion of constructor-sharing theories with several
examples. These examples originate from theories studied in the security protocol
analysis literature.

Example 3. (Example 1 continued). Assumption 1 holds with Ai = Ti for i =
1, 2, 3. Indeed, the left-to-right orientation of equalities in Ai leads to the TRS
Ri for i = 1, 2, 3. The TRS R =

⋃3
i=1Ri is convergent, where 〈〉 is a constructor

of each TRS Ri for i = 1, 2, 3. Thus, E is a constructor-sharing theory.

Example 4. Consider the following equational theories:

T1 =

fst(〈x, y〉) = x, snd(〈x, y〉) = y
adec(aenc(x, pk(y), z), y) = x, dec(enc(x, y), y) = x
check1(sign(x, y), pk(y)) = ok, msg(sign(x, y)) = x


T2 =


open(commit(x, y), y) = x, getpk(host(x)) = x
unblind(blind(x, y), y) = x
unblind(sign(blind(x, y), z), y) = sign(x, z)
check2(sign(x, y), pk(y)) = x


The theories T1 and T2 are used for modeling respectively strong secrecy [9] and
blind signatures in e-voting protocols [1]. Let E1 = T1, E2 = T2 and E = E1∪E2.
For the same reasons as in Example 1, E is a constructor-sharing theory, where



sign and pk are the shared constructors. Alternatively, it is also possible to
remove the axioms checki(sign(x, y), pk(y)) = . . . from Ti (i = 1, 2) and to
consider a third theory, say {check(sign(x, y), pk(y)) = x}, that would be shared
as the theory T3 in Example 1.

3.2 Equational Proofs in Combined Theories

A modular approach is possible due to the close relationship between combined
equational proofs (modulo E) and pure ones (modulo E1 and E2). To state this
relationship, we use a well-known notion, called abstraction [5]. In our context,
impure terms are abstracted by free constants, via a bijection denoted by π.

Definition 2 (Constant Abstraction). Let C be a set of (free) constants such
that V and C are disjoint. Let π : {t ↓ | t ∈ T (Σ∪V ), t ↓/∈ V } −→ C be a bijection
called a constant abstraction with range C. For i = 1, 2, the i-abstraction of t is
denoted by tπi and defined as follows:

– If t ∈ V , then tπi = t.
– If t = f(t1, . . . , tn) and f ∈ Σi, then tπi = f(tπi

1 , . . . , t
πi
n ).

– Otherwise (t is Σ\Σi-rooted), tπi = π(t ↓) if t ↓/∈ V , else tπi = t ↓.

An inverse mapping of π is a mapping π−1 : C −→ (T (Σ ∪ V )\V ) such that
π(π−1(c) ↓) = c for any c ∈ C.

Given a signature Ω, AlienΩ(t) denotes the set of maximal subterms of t
rooted by a function symbol in Σ\Ω. AlienΣi(t) is abbreviated into Alieni(t).
The terms in Alieni(t) are called the i-alien subterms of t. Given a substitution σ,
Alieni(σ) =

⋃
x∈Dom(σ)Alieni(xσ). The set of alien subterms of t is Alien(t) =

Alien1(t) ∪Alien2(t)\{t}.

Lemma 1. Let t be an arbitrary term such that its i-alien subterms are R-
normalized. If t is R-reducible, then there exists a term t′ such that t→R t

′ and
(t)πi =Ei

(t′)πi where the i-alien subterms of t′ are R-normalized.

Proof. Assume t is a term such that terms in Alieni(t) are R-normalized for
some i ∈ {1, 2}.

If t is variable, then t is R-irreducible. If t is Σ\Σi-rooted, then Alieni(t) =
{t}, and so t is R-irreducible by assumption.

Let us now assume t is Σi-rooted. Then, the redex position, p, in t occurs
necessarily above the i-alien subterms. Hence, without loss of generality, there
is some lψ → rψ ∈ R such that t|p = lψ, t′ = t[rψ]p, Alieni(t

′) ⊆ Alieni(t) and
l =Ei

r where l, r are i-pure terms. On the one hand, we have (tπi)|p = (t|p)πi =
lψπi . On the other hand, (t′)πi = (t[rψ]p)

πi = tπi [rψπi ]p. Since l =Ei
r, we have

lψπi =Ei rψ
πi . Therefore, tπi =Ei

tπi [rψπi ]p = (t′)πi . ut

Lemma 1 can be applied inductively to obtain the following result.

Lemma 2. Let t be a term such that its i-alien subterms are normalized. Then
tπi =Ei

(t ↓)πi .



The notion of layer-reduced form [17] aims at providing a computable term
with the same “theory shape” as the R-normal form.

Definition 3. A term t is in layer-reduced form if

– t ∈ V , or
– t = f(t1, . . . , tn), f ∈ SC and t1, . . . , tn are in layer-reduced form, or
– t(ε), t ↓ (ε) ∈ Ωi\SC and the terms in AlienΩi(t) are in layer-reduced form.

A substitution σ is in layer-reduced form if xσ is in layer-reduced form for any
x ∈ Dom(σ).

Example 5. (Example 1 continued). Consider t = dec(〈enc(x, y), enc(x, z)〉, y).
The terms 〈x, dec(enc(x, z), y)〉, x, and dec(enc(x, z), y) are layer-reduced forms
of respectively t, fst(t) and snd(t).

As stated below, a layer-reduced form is computable provided that a partic-
ular case of match-equations is decidable for each Ωi-theory Ti involved in the
combined theory E = E1∪E2 =

⋃n
i=1 Ti. A SC-rooted pattern Ti-matching prob-

lem is any match-equation f(X1, . . . , Xm) =?
Ti
t where f ∈ SC, X1, . . . , Xm are

pairwise distinct variables, and t is a ground Ωi-term. Of course, SC-rooted pat-
tern Ti-matching is decidable if Ti-matching is decidable. To get the decidability
of SC-rooted pattern Ti-matching, another sufficient condition is to assume that
Ti is presented by a finite convergent TRS Ri.

Proposition 2. ( [17]) It is possible to compute an E-equal layer-reduced form
of any term if SC-rooted pattern Ti-matching and Ti-equality is decidable for
each i = 1, . . . , n.

In Example 2, layer-reduced forms are computable by R-normalization.
Lemma 1 can again be applied inductively to rephrase Lemma 2.

Lemma 3. Let t be a term such that its i-alien subterms are in layer-reduced
form. Then tπi =Ei

(t ↓)πi .

3.3 Frames in Combined Theories

Along the lines of Lemma 3, we present a new result which will be instrumen-
tal in proving the correctness of combination methods for knowledge problems
popular in protocol analysis, namely, the deduction and the static equivalence.
These problems are defined using the notion of frame to express the intruder
knowledge. A frame, φ = νñ.σ, consists of a finite set of restricted names, ñ, and
a substitution σ such that Ran(σ) contains only ground terms. This definition is
borrowed from the applied pi-calculus [2] and more insight behind the definition
is given is Section 4.

We say that a frame φ = νñ.σ is in layer-reduced form if σ is in layer-
reduced form. Given a term t, St(t) = {t} ∪

⋃
a∈Alien(t) St(a). For a set of

terms T , St(T ) =
⋃
t∈T St(t) and fn(T ) =

⋃
t∈T fn(t). For a substitution σ,

St(σ) = St(Ran(σ)). The set of terms T ∪Ran(σ) is abbreviated into T t σ.



Definition 4. Let φ = νñ.σ be a frame, and t a ground term. We denote φ 
E t
if there exists a term s such that sσ =E t and fn(s) ∩ ñ = ∅. The term s is
called a recipe of t in φ modulo E.

Abstraction constants are particular restricted names. When a constant ab-
straction is performed to a get a pure problem, only finitely many terms are
abstracted and only finitely many fresh names are introduced. For sake of sim-
plicity, we assume that this finite set of abstraction constants is already included
in the set of restricted names (ñ) of the considered frame. Thanks to this as-
sumption, the i-abstraction of a frame can be defined without introducing new
names to be restricted: they are already restricted. Also, we can assume without
loss of generality that constants abstracting terms not in the knowledge problem
are not restricted. All these assumptions can be formalized as follows.

Assumption 2 Consider a finite set F of frames in layer-reduced form and
a finite set T of terms in layer-reduced form. Let Uσ = St(T t σ)\V for each
(νñ.σ) ∈ F and a bijection ρ from (

⋃
(νñ.σ)∈F Uσ)/ =E to a set of fresh constants.

We assume that each frame (νñ.σ) ∈ F is equipped with a constant abstraction π
with range C such that π(t ↓) = ρ([t]E) if t ∈ Uσ and ñ∩ C = {ρ([t]E) | t ∈ Uσ}.

Assumption 2 is not restrictive. It clarifies the relationship between restricted
names ñ and constants C used by the constant abstraction.

Definition 5. Under Assumption 2 introducing F and T , let φ = νñ.σ be any
frame in F . The completion of φ is the frame φ∗ = νñ.σ∗ where

σ∗ = σ{χt 7→ t | t ∈ St(T t σ) ∪ ñ, φ 
E t, t /∈ Ran(σ)}

such that the fresh variables χt are bijectively mapped to the terms t.
The i-abstraction of φ∗ is the frame φπi

∗ = νñ.σπi
∗ where

σπi
∗ = {x 7→ (xσ∗)

πi | x ∈ Dom(σ∗)}.

The completion of a frame always exists. We will see in Section 4.1 how to
compute it.

Example 6. Consider the theory E introduced in Example 1, T = ∅ and the
frame φ = νñ.σ where ñ\C = {s1, k1, k2} and σ = {x1 7→ 〈s2, k1〉, x2 7→
enc(s1, k1), x3 7→ h(s2, k2)}. Note that only the names s1, k1, and k2 are
restricted but not s2. We have St(σ) = {〈s2, k1〉, enc(s1, k1), h(s2, k2)} and
Ran(σ∗)\Ran(σ) includes s1 and k1, since we have dec(x2, snd(x1))σ =E s1 and
snd(x1)σ =E k1. Later, we will be able to check that φ 6
E k2.

Theorem 1. Let φ∗ = νñ.σ∗ be the completion of any frame φ = νñ.σ following
Assumption 2. For any term t such that fn(t) ∩ ñ = ∅, there exists an i-pure
term ti such that fn(ti) ∩ ñ = ∅ and ((tσ∗) ↓)πi =Ei tiσ

πi
∗ .

Proof. Proof by induction on the theory height of t, formally defined as follows:



– ht(t) = 1 + maxa∈Alieni(t) ht(a) if t is Σi-rooted,
– ht(t) = 1 + maxa∈Alienj(t) ht(a) if t is Σj\Σi-rooted for j 6= i.

If t is i-pure, then ((tσ∗) ↓)πi =Ei
(tσ∗)

πi by Lemma 2, where (tσ∗)
πi = tσπi

∗ . In
that case, we can define ti = t. Let us now assume that t is not i-pure.

(1) Consider the case t is a Σi-rooted term Ci[a1, . . . , an] where a1, . . . an are
the i-aliens of t. Let (tσ∗)↓ be the term obtained from tσ∗ by replacing its
i-alien subterms by their normal forms. We have:

((tσ∗) ↓)πi =Ei
((tσ∗)↓)

πi (by Lemma 2)

= Ci[((a1σ∗) ↓)πi , . . . , ((anσ∗) ↓)πi ]

=Ei
Ci[a1,iσ

πi
∗ , . . . , an,iσ

πi
∗ ] (by induction hypothesis)

= (Ci[a1,i, . . . , an,i])σ
πi
∗

where Ci[a1,i, . . . , an,i] is an i-pure term satisfying the name restriction.
(2) Consider the case t is Σj\Σi-rooted for j 6= i.

– If (tσ∗) ↓ is Σi-rooted, then there exists some Σi-rooted term t′ such
that (tσ∗) ↓ is equal to (t′σ∗) ↓, ht(t′) ≤ ht(t) and t′ satisfies the name
restriction. Then, the rest of the proof follows the case (1).

– If (tσ∗) ↓ is Σj\Σi-rooted, then ti is given as follows:
(i) if (tσ∗) ↓= s ↓ with s ∈ St(T t σ) ∪ ñ, then φ `E s and there exists

some x ∈ Dom(σ∗) such that xσ∗ = s, and we define ti = x;
(ii) otherwise, ti is defined as the abstraction constant ((tσ∗) ↓)πi . This

fresh constant cannot occur in ñ: otherwise, it would mean that (i)
is satisfied. ut

4 Application to Two Notions of Knowledge in Protocols

We now apply the results from Section 3 to two questions on knowledge in
protocol analysis; deduction and static equivalence. We begin by reviewing some
background material on protocols and how knowledge can be represented in their
analysis. As mentioned in Section 3, the applied pi calculus and frames are used
to model attacker knowledge [2]. In this model, the set of messages or terms which
the attacker knows, and which could have been obtained from observing one or
more protocol sessions, are the set of terms in Ran(σ) of the frame φ = νñ.σ.
This allows us to not only keep the set of messages known by the attacker but
also the variables in the domain of σ allow for the consideration of each term and
the tracking of the order of transmission of each term. That is, it represents the
order in which these messages/terms were obtained and transmitted. We also
need to model such cryptographic concepts as nonces, keys, and publicly known
values. We do this by using names, which are essentially free constants. Here also,
we need to track the names which the attacker knows, such as public values, and
the names which the attacker does not know, such as freshly generated nonces.
ñ consists of a finite set of restricted names. The intuition is that these names
represent freshly generated names which remain secret from the attacker.



4.1 Deduction Problem

The first combination problem we consider is the problem of deduction. That is,
given a frame φ, representing the knowledge of the attacker, can a ground term
M be deduced from φ? We denote the deduction of M from φ modulo E by
φ `E M . Deduction is axiomatized by the inference system given in Figure 1.

νñ.σ `E M
if ∃x ∈ Dom(σ) s.t. xσ = M

νñ.σ `E s
if s 6∈ ñ

φ `E M1, . . . , φ `E Mk

φ `E f(M1, . . . , Mk)
if f ∈ Σ

φ `E M

φ `E M ′ if M =E M ′

Fig. 1. Deduction Axioms

However, a useful characterization of deduction has been given in [1], relating
`E to 
E (introduced in Definition 4).

Lemma 4. ( [1]) φ `E M iff φ 
E M .

Lemma 5. Under Assumption 2 introducing F and T , let φ = νñ.σ be any
frame in F . For any M ∈ St(T t σ) ∪ ñ, we have φ `E M if and only if
(φ∗)

π1 `E1 M
π1 or (φ∗)

π2 `E2 M
π2 .

Proof. The if-direction is simple. Let us focus on the only-if direction. By defini-
tion of φ∗, we have that φ `E M if and only if φ∗ `E M . Suppose t is a Σi-rooted
term for some i ∈ {1, 2} such that tσ∗ =E M with fn(t) ∩ ñ = ∅. By Lemma 3
and Theorem 1, we get an Ei-equality tiσ

πi
∗ =Ei

((tσ∗) ↓)πi = (M ↓)πi =Ei
Mπi

where tiσ
πi
∗ is an i-pure term. By construction, the fresh constants introduced

in ti are not restricted, i.e. fn(ti) ∩ ñ = ∅. ut

Notice that Lemma 5 now provides a modular method for computing σ∗.

Corollary 1. (Computing σ∗) Assume the deduction problem modulo Ei is de-
cidable for each i = 1, 2. Under Assumption 2 introducing F and T , let φ = νñ.σ
be any frame in F . The completion φ∗ is computable and the range of σ∗ is
the set S such that Ran(σ) ⊆ S ⊆ St(T t σ) ∪ ñ and M ∈ S if and only if
(νñ.S)π1 `E1 M

π1 or (νñ.S)π2 `E2 M
π2 .

Proof. If M ∈ St(T t σ) ∪ ñ, then Lemma 5 applies: we have M ∈ Ran(σ∗) iff
φ `E M iff (φ∗)

πi `Ei
Mπi for some i = 1, 2, where φ∗ = νñ.Ran(σ∗). ut



Example 7. (Example 1 continued).
Assume t1 = 〈enc(h(a, b), c), enc(enc(c, d), c)〉, t2 = 〈h(h(a, b), c), h(enc(c, d), c)〉
and t3 = 〈enc(h(a, b), a), enc(enc(c, d), a)〉. Let T = {t1, t2, t3} and the frame φ =
νñ.σ where ñ\C = {a, b, c} and σ = {X 7→ 〈h(a, b), enc(c, d)〉}. The completion
φ∗ is νñ.σ{X1 7→ c,X2 7→ h(a, b), X3 7→ enc(c, d), X4 7→ t1, X5 7→ t2}.

Directly from Lemma 5, we obtain our main result on the deduction problem.

Theorem 2. Let E = E1 ∪ E2 be a constructor-sharing theory following As-
sumption 1. The deduction problem modulo E is decidable if the deduction prob-
lem modulo Ei is decidable for each i = 1, 2.

By applying Theorem 2, the deduction problem is decidable in a modular
way for the combined theories given in Examples 1 and 4.

Example 8. (Example 7 continued). The following terms are deducible in φ mod-
ulo E since they occur in Ran(φ∗): c, with the recipe dec(snd(X), d); t1, with
the recipe enc(X, dec(snd(X), d)); t2, with the recipe h(X, dec(snd(X), d)). The
term t3 occurs in T\Ran(φ∗) and so φ 6`E t3.

4.2 Static Equivalence

Another form of knowledge is the ability to tell if two frames are statically
equivalent modulo E, sometimes also called indistiguishability. Two terms s and t
are equal in a frame φ = νñ.σ modulo an equational theory E, denoted (s =E t)φ,
iff sσ =E tσ, and ñ ∩ (fn(s) ∪ fn(t)) = ∅. Two frames φ = νñ.σ and ψ = νñ.τ
are statically equivalent modulo E, denoted as φ ≈E ψ, if Dom(σ) = Dom(τ)
and for all terms s and t, we have (s =E t)φ iff (s =E t)ψ.

Given an equational Σ-theory E and a frame φ, EqE(φ) denotes the set of
Σ-equalities s = t such that (s =E t)φ. Thanks to the above notation, given
φ = νñ.σ and ψ = νñ.τ , we have φ ≈E ψ if and only if Dom(σ) = Dom(τ) and
EqE(φ) = EqE(ψ).

Definition 6. Let φ = νñ.σ be any frame following Assumption 2 (with T = ∅).
A pair (s = t, φ) is an equality candidate of φ if (fn(s) ∪ fn(t)) ∩ ñ = ∅. An
equality candidate (si = ti, φi) is i-pure if si, ti and φi are i-pure.

Let φ∗ = νñ.σ∗ be the completion of φ. An equality candidate (s = t, φ∗) is
an E-instance of an i-pure equality candidate (si = ti, φ

πi
∗ ) if there exists some

substitution µ such that sσ∗ =E (siσ∗)µ and tσ∗ =E (tiσ∗)µ.

We now state the relationship between EqE(φ∗) and EqEi(φ
πi
∗ ). First, any

E-instance of any equality in EqEi(φ
πi
∗ ) leads to an equality in EqE(φ∗).

Lemma 6 (Soundness). If si = ti ∈ EqEi
(φπi
∗ ), then for any E-instance (s =

t, φ∗) of (si = ti, φ
πi
∗ ), we have s = t ∈ EqE(φ∗).

Conversely, any equality in EqE(φ∗) is the E-instance of some equality in
EqEi(φ

πi
∗ ):



Lemma 7 (Completeness). If s = t ∈ EqE(φ∗), then there exists si = ti ∈
EqEi

(φπi
∗ ) such that (s = t, φ∗) is an E-instance of (si = ti, φ

πi
∗ ).

Proof. if sσ∗ =E tσ∗, then (sσ∗) ↓= (tσ∗) ↓. By Theorem 1, we have for any
i = 1, 2, si(σ∗)

πi =Ei
((sσ∗) ↓)πi = ((tσ∗) ↓)πi =Ei

ti(σ∗)
πi where si and ti are

i-pure terms satisfying the name restriction. Moreover, we have si(σ∗)
πiπ−1 =E

(siσ∗)π
−1 =E sσ∗ and ti(σ∗)

πiπ−1 =E (tiσ∗)π
−1 =E tσ∗. Consequently, (s =

t, φ∗) is an E-instance of (si = ti, φ
πi
∗ ), where si = ti ∈ EqEi(φ

πi
∗ ). ut

Lemma 8. Let φ = νñ.σ and ψ = νñ.τ be any two frames following As-
sumption 2 (with T = ∅). We have φ∗ ≈E ψ∗ iff (φ∗)

π1 ≈E1
(ψ∗)

π1 and
(φ∗)

π2 ≈E2
(ψ∗)

π2 .

Proof. Follows from Lemma 6 and Lemma 7. ut

To reduce any static equivalence problem φ ≈E ψ into a static equivalence
problem of completed frames φ∗ ≈E ψ∗, we still need an additional form of frame
extension introducing recipes [13].

Definition 7. Let φ = νñ.σ be a frame. A term t is compatible with φ if fn(t)∩
ñ = ∅ and tσ is ground. Let Π be a set of terms compatible with φ. The Π-
extension of φ is the frame Πφ = νñ.{χt 7→ t | t ∈ Π}σ.

Given a term d E-deducible in φ, rcpφ(d) denotes an admissible recipe of
d in φ. By extension, given a set D of E-deducible terms in φ, Rcpφ(D) =
{rcpφ(d) | d ∈ D}. If the deduction problem modulo E is decidable, then it
is always possible to compute an admissible recipe of d. A brute force method
consists in enumerating all possible admissible terms until a recipe r satisfy-
ing rσ =E d is found. It is also possible to proceed in a modular way. If the
decision procedures known for the deduction problems modulo E1 and E2 are
indeed “recipe-producing”, then the combination method in Section 4.1 can eas-
ily be adapted to get a “recipe-producing” decision procedure for the deduction
problem modulo E = E1 ∪ E2.

In a way similar to [13], the recipes are used to define a set Π of admissible
terms. Then, two new extended frames respectively E-equal to Πφ and Πψ are
considered. Formally, two frames φ = νñ.σ and φ′ = νñ.σ′ are said to be E-equal,
denoted by φ =E φ′, if Dom(σ) = Dom(σ′) and xσ =E xσ′ for any x ∈ Dom(σ).

Lemma 9. Let φ = νñ.σ, ψ = νñ.τ , φ̄ =E Πφ, ψ̄ =E Πψ be any frames
following Assumption 2 (with T = ∅), where

Π = St(Rcpφ(Ran(σ∗)\Ran(σ)) ∪Rcpψ(Ran(τ∗)\Ran(τ)))

Then, we have (i) (φ̄)∗ = φ̄ and (ψ̄)∗ = ψ̄; (ii) φ ≈E ψ if and only if φ̄ ≈E ψ̄.

Proof. Let us first prove that (φ̄)∗ = φ̄. The set of terms St(σ̄)∪ ñ is a superset
of St(σ) ∪ ñ:

– For any t ∈ St(σ) ∪ ñ, we have t ∈ Ran(σ̄∗) implies t ∈ Ran(σ∗) and then
t ∈ Ran(σ̄);



– For any other term t̄ ∈ St(σ̄), t̄ ∈ Ran(σ̄) since St(Π) = Π.

Hence, Ran(σ̄∗) ⊆ Ran(σ̄) and so (φ̄)∗ = φ̄. Similarly, we prove that (ψ̄)∗ = ψ̄.
Let us now prove that φ ≈E ψ if and only if φ̄ ≈E ψ̄:

– (If direction) If φ 6≈E ψ, then there exists s = t such that s = t ∈
Eq(φ), s = t /∈ EqE(ψ) or s = t /∈ Eq(φ), s = t ∈ EqE(ψ), where fv(s =
t) ∩ (Dom(σ̄)\Dom(σ)) = ∅.

– (Only-if direction) Assume φ ≈E ψ. For any s = t ∈ EqE(φ̄), there exist,
by definition of φ̄, two terms s′, t′ such that s′σ =E sσ̄ =E tσ̄ =E t′σ and
(fn(s′) ∪ fn(t′)) ∩ ñ = ∅. Hence s′ = t′ ∈ EqE(φ) and so, by assumption,
s′ = t′ ∈ EqE(ψ). Eventually, we have sτ̄ =E s′τ =E t′τ =E tτ̄ , which
means that s = t ∈ EqE(ψ̄). ut

Theorem 3. Let E = E1 ∪ E2 be a constructor-sharing theory following As-
sumption 1. The static equivalence modulo E and the deduction problem modulo
E are both decidable if the static equivalence modulo Ei and the deduction prob-
lem modulo Ei are both decidable for each i = 1, 2.

Proof. By Lemma 8, Lemma 9 and Theorem 2. ut

Example 9. (Example 1 continued). In [1], the authors introduce locally stable
theories and locally finite theories, where respectively the deduction problem and
the static equivalence are proven to be decidable. As an example, the theory E1

is shown in [1] to be both locally stable and locally finite. By reusing the same
proof technique as in [1], we can show in a similar way that E2 is both locally
stable and locally finite. Then Theorem 3 allows us to get the decidability of the
static equivalence and the deduction problem modulo E = E1 ∪ E2.

Example 10. (Example 4 continued). The decidability of the static equivalence
and the deduction problem modulo E = E1 ∪E2 follows from Theorem 3, since
the static equivalence and the deduction problem are decidable modulo E1 (be-
cause E1 is subterm convergent) and modulo E2 [1].

Example 11. (Example 1 continued). Let T = ∅, φ = νñ.σ, ψ = νñ.τ where
ñ\C = {k1, k2}, σ = {x1 7→ 〈enc(h(a, a), k1), h(c, c)〉, x2 7→ k2} and τ =
{x1 7→ 〈enc(h(b, b), k1), h(c, c)〉, x2 7→ k2}. By computing the completions, we
have φ∗ = νñ.σ{x3 7→ enc(h(a, a), k1), x4 7→ h(c, c)} and ψ∗ = νñ.τ{x′3 7→
enc(h(b, b), k1), x4 7→ h(c, c)}. Consider the set of admissible recipes Π =
{fst(x1), snd(x1)}. By Definition 7, we use fresh variables, say x3, x4, to denote
the respective instances of fst(x1), snd(x1) in Πφ and in Πψ. Thus, we have
φ̄ = νñ.σ{x3 7→ enc(h(a, a), k1), x4 7→ h(c, c)} =E Πφ and ψ̄ = νñ.τ{x3 7→
enc(h(b, b), k1), x4 7→ h(c, c)} =E Πψ. Notice that given φ̄ and ψ̄ there is
still no recipe for which subterms of h(a, a) and h(b, b) can be moved to the
root of a term modulo E. Therefore, one would need to use the subterms
enc(h(a, a), k1) and enc(h(b, b), k1) to distinguish two terms s and t such that
s = t ∈ EqE(φ̄) but s = t /∈ EqE(ψ̄). However, this would violate the restriction



that ñ ∩ (fn(t) ∪ fn(s)) = ∅. Hence, φ̄ ≈E ψ̄, and by Lemma 9, φ ≈E ψ. One
can verify that (φ̄)π1 ≈E1

(ψ̄)π1 and (φ̄)π2 ≈E2
(ψ̄)π2 , where

(φ̄)π1 = νñ.{x1 7→ 〈enc(a′, k1), c′〉, x2 7→ k2, x3 7→ enc(a′, k1), x4 7→ c′}
(ψ̄)π1 = νñ.{x1 7→ 〈enc(b′, k1), c′〉, x2 7→ k2, x3 7→ enc(b′, k1), x4 7→ c′}
(φ̄)π2 = νñ.{x1 7→ 〈ea, h(c, c)〉, x2 7→ k2, x3 7→ ea, x4 7→ h(c, c)}
(ψ̄)π2 = νñ.{x1 7→ 〈eb, h(c, c)〉, x2 7→ k2, x3 7→ eb, x4 7→ h(c, c)}.

Now consider a small modification to the frames. Let φ = νñ.σ, ψ = νñ.τ
such that σ = {x1 7→ 〈enc(h(a, a), k1), h(c, c)〉, x2 7→ k1} and τ = {x1 7→
〈enc(h(b, b), k1), h(c, c)〉, x2 7→ k1}. Now it seems to be the same situation as
above. However, φ∗ = νñ.σ{x3 7→ enc(h(a, a), k1), x4 7→ h(c, c), x5 7→ h(a, a)}
and ψ∗ = νñ.τ{x′3 7→ enc(h(b, b), k1), x4 7→ h(c, c), x′5 7→ h(b, b)}. The set
of admissible recipes is Π = {fst(x1), snd(x1), dec(fst(x1), x2)}. By Defini-
tion 7, we use fresh variables, say x3, x4, x5, to denote the respective instances
of fst(x1), snd(x1), dec(fst(x1), x2) in Πφ and in Πψ. Then, φ̄ = νñ.σ1{x3 7→
enc(h(a, a), k1), x4 7→ h(c, c), x5 7→ h(a, a)} =E Πφ and ψ̄ = νñ.σ2{x3 7→
enc(h(b, b), k1), x4 7→ h(c, c), x5 7→ h(b, b)} =E Πψ. Notice, if s = x5 and
t = h(a, a), then s = t ∈ EqE(φ̄) and s = t /∈ EqE(ψ̄). Hence, φ̄ 6≈E ψ̄, and by
Lemma 9, φ 6≈E ψ. One can verify that (φ̄)π2 6≈E2

(ψ̄)π2 , where

(φ̄)π2 = νñ.{x1 7→ 〈ea, h(c, c)〉, x2 7→ k1, x3 7→ ea, x4 7→ h(c, c), x5 7→ h(a, a)}
(ψ̄)π2 = νñ.{x1 7→ 〈eb, h(c, c)〉, x2 7→ k1, x3 7→ eb, x4 7→ h(c, c), x5 7→ h(b, b)}.

5 Conclusion

This paper presents new non-disjoint combination results for both deduction
and static equivalence. That is, if the deduction and static equivalence prob-
lems are decidable for two constructor sharing theories E1 and E2 (following
Assumption 1), then they are decidable for the theory E1 ∪ E2. The procedure
does not, however, require such properties as locally stable or locally finite [1].
While these are very useful for both obtaining decision procedures and combi-
nation (i.e., check for local stability in E1 ∪ E2), our approach is applicable to
theories which may not have such properties.

This new approach requires that the frames are extended with some finitely
many deducible (sub)terms. For the deduction problem, the notion of comple-
tion is sufficient. For the static equivalence, another form of frame extension,
introducing recipes, is required to get a modular decision procedure. Thus, it
nicely illustrates some of the differences between the two problems.

A natural future work is to study how we could move beyond the sharing of
absolutely free constructors, e.g., to allow Associative-Commutative construc-
tors. One possible approach we are investigating is related to our work on hier-
archical combination [18].

Acknowledgments: We would like to thank Véronique Cortier and Steve Kre-
mer for the thoughtful comments and discussions.
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25. A. Tiu, R. Goré, and J. E. Dawson. A proof theoretic analysis of intruder theories.
Logical Methods in Computer Science, 6(3), 2010.

26. M. Turuani. The CL-Atse protocol analyser. In F. Pfenning, editor, Term Rewriting
and Applications, 17th International Conference, RTA 2006, Seattle, WA, USA,
August 12-14, 2006, Proceedings, volume 4098 of Lecture Notes in Computer Sci-
ence, pages 277–286. Springer, 2006.


	Notions of Knowledge in Combinations of Theories Sharing Constructors  

