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Abstract. A critique of a non-extensive maximum entropy (NME) formalism is
undertaken in conjunction with its application into the analysis of queues with
heavy tails that are often observed in performance evaluation studies of hetero-
geneous networks exhibiting traffic burstiness, self-similarity and/or long range
dependence (LRD). The credibility of the NME formalism, as a method of induc-
tive inference, for the study of non-extensive systems with long-range interactions
is explored in terms of four consistency axioms of extensive systems with short-
range interactions. Focusing on a a general physical system and, as a special case,
a single server queue with finite capacity, it is shown that the NME state prob-
ability is characterised by a generalisation of the Zipf-Mandelbrot (Z-M) type
distribution depicting heavy tails and asymptotic power law behaviour. Typical
numerical experiments are employed to illustrate the adverse combined impact
of traffic burstiness and self-similarity on the behaviour of the queue. A reference
to open issues relating to the NME formalism and open queueing networks is
included.

KeyWords: Performance evaluation, extensive maximum entropy (EME)
formalism, non-extensive maximum entropy (NME) formalism, generalised ex-
ponential (GE), traffic burstiness, self-similarity, short-range dependence (SRD),
long-range dependence (LRD), queueing systems, Zipf-Mandelbrot (Z-M) dis-
tribution.

1 Introduction

Empirical traffic characterisation studies in networks of diverse technology and
the Internet have shown that traffic flows often exhibit burstiness, self-similarity
and/or long-range dependence (LRD) causing performance degradation and the
formation of queues with heavy length tails and asymptotic power law behaviour
(e.g., [20]).

Traffic distributions with such properties are often employed to generate
workloads in simulation modelling for performance evaluation studies of high
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speed networks. These, however, tend to be rather inflexible, computationally
expensive and may display unusual characteristics (e.g., [6, 19]). Some analytic
mechanisms for estimating the tail index of Internet traffic with heavy tails were
reported by Rezaul and Grout [19], based on the Pareto distribution. Further an-
alytic studies can be found in [1, 10, 14, 15]. These works are based on the opti-
misation of generalisations of the classical Boltzmann-Gibbs-Shannon entropy
function (c.f.,[4, 21]), such as those proposed in the diverse fields of Quantifica-
tion Theory [8], Statistical Physics [23] and Information Theory [18].

This paper explores a non-extensive maximum entropy (NME) formalism
for the study of queueing systems with long range interactions and heavy tails.
The methodology is based on the optimization of Havrda-Charvat-Tsallis gener-
alised entropy function (c.f., [8, 23]), subject to suitable mean value constraints.
The credibility of the NME formalism, as a method of inductive inference for
non-extensive systems with long range interactions, is assessed in terms of four
potential consistency axioms for extensive systems proposed in [22]. Moreover,
the NME formalism is applied into the analysis of a general system Q and, as
a special case, a single server queue with finite capacity, where formal con-
nections are made between the NME state probabilities and a generalisation of
the Zipf-Mandelbrot (Z-M) type distribution [16] depicting heavy queue tails
and asymptotic power law behaviour. The concepts of the Boltzmann-Gibbs-
Shannon entropy and Havrda-Charvat-Tsallis entropy are reviewed in Section
2. The NME formalism and a generalisation of the Z-M distribution are high-
lighted in Section 3. The suitability of the NME formalism, as a method of
inductive inference, is addressed in Section 4. The NME state probability of a
single server queue with finite capacity and heavy tails is reviewed in Section 5.
Typical numerical experiments are included in Section 6. Concluding remarks
and a reference to open issues relating to the NME analysis of open queueing
network models follow in Section 7.

2 On the Interpretation of the Classical and Generalised Entropies

2.1 The Classical Entropy Function

For a general system Q with an integer number of possible (microscopic) con-
figurations or states N(N > 0) and ‘short-range interactions’, the classical
entropy function, H∗(pN ) [4, 21] is defined by

H∗(pN ) = −c
N∑
n=1

pN (n) log pN (n) (1)

where c(c > 0) is a positive constant and {pN (n), n = 1, 2, ..., N} are the
associated event or state probabilities. The entropy function H∗(pN ) can be
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interpreted as a measure of uncertainty or information content that is implied
by pN about a physical system Q with short-range interactions such as “the
formation of chemical bonds” and “holding matter together” [7] in Statistical
Physics. In this context, quantities such as ‘energy and entropy’ are considered
as ‘extensive’ variables in the sense that the overall energy of the system Q with
short-range interactions is “proportional to the system size” [7].

By analogy, traffic flows in queues with short-range dependence (SRD),
such as those represented by Poisson (regular), compound Poisson (bursty) [12]
and batch renewal (BR) (correlated) [13] processes, influence the creation of
single queues and networks, where the state and entropy variables are extensive.
In this context, the extensive maximum entropy (EME) formalism (c.f., [9]), as
a method of inductive inference (c.f., [22]) for determining the form of the EME
state probability distribution, is based on the maximisation of the extensive en-
tropy function, H∗(pN ), subject to normalisation and suitable mean value con-
straints. The implementation of the EME formalism is achieved by applying the
method of Lagrange’s undetermined multipliers leading to the characterisation,
for example, of modified geometric (Geo) and generalised Geo (GGeo) (e.g.,
[12, 13]) types of state probabilities for single server queues.

2.2 A Generalised Entropy Function

For a general system Q with an integer number of possible (microscopic) con-
figurations or states N(N > 0) and ‘long-range interactions’, such as gravity in
Statistical Physics, “energy and entropy are no longer extensive quantities” [7].
This increases the complexity of the physical system for which the state prob-
ability distribution associated say, with energy, can no longer be determined by
maximizing the Boltzmann-Gibbs-Shannon entropy function, H∗(pN ).

To address this problem, Tsallis [23] proposed a generalisation of the exten-
sive entropy function,H∗(pN ) to a ‘non-extensive’ entropy measure,H∗(pq,N ),
namely

H∗(pq,N ) = c(1−
N∑
n=1

pq,N (n)
q)/(q − 1) (2)

where c(c > 0) is a positive constant, q is a real number known as the ‘non-
extensivity’ parameter, which measures the degree of long-range interactions
and {pq,N (n), n = 1, 2, ..., N} are the associated state probabilities of system
Q. As q → 1, H∗(pq,N ) reduces to the Boltzmann-Gibbs-Shannon entropy,
H∗(pN ).

The non-extensive H∗(pq,N ) entropy function proposed in [23] is identical
to the one devised earlier by Havrda-Charvat [8]in the field of Quantification
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Theory for classification processes. Maximizing H∗(pq,N ) in the context of the
canonical(statistical) ensemble in Statistical Physics, subject to the normaliza-
tion and mean (generalised internal) energy constraint, it was shown (c.f., [23])
that the NME state probability is of the Z-M type distribution [16], having heavy
tails and asymptotic power law behaviour.

By analogy, self-similar input traffic processes, such as fractional Brownian
(fBm), influence the formation of queues with LRD traffic flows and ‘long-range
interactions’. In this case, the state and entropy variables are non-extensive lead-
ing, respectively, to NME state probabilities of the Z-M and generalised Z-M
(G-Z-M) types, subject to appropriate constraints (c.f., [1, 10, 14, 15, 23]).

NME solutions for infinite and finite capacity queues were first established
in [1, 14] by maximising the extensive Havrda-Charvat entropy [8] and other
generalised entropy measures (e.g., [18]), subject to normalisation and gener-
alised exponential (GE) type queueing theoretic mean value constraints. The
original NME solution of the Z-M type derived by Tsallis [23] in Statistical
Physics was adopted by Karmeshu and Sharma [10] for the NME study of a
single server queue with infinite capacity, subject to the normalisation and mean
queue length (MQL) constraint. The latter was based on a formula devised by
Norros [17] for the estimation of the buffer capacity of a simple storage system
with a fBm input process. This NME solution, however, is invalid for single
server queues at equilibrium as it violates the Little’s law at the service centre
of the queue. More recently, NME solutions of a G-Z-M type were determined
in [15] for single server queues with infinite and finite capacities, based on the
reinterpretation of a proposed heuristic generalisation of the Norros formula
[17].

3 A Non-Extensive Maximum Entropy Formalism and a
Generalisation of the Z-M Distribution

Consider a general non-extensive system Q with long-range interactions that
has a set S of possible discrete states {S0, S1, S2, ...}, which may be finite or
countable infinite and state {Sn, n = 0, 1, ...} may be specified arbitrarily. Sup-
pose the available information about Q places a number of constraints on the
state probabilities {pq(Sn), Sn ∈ S}, belonging in closed convex set Ω, where
q is the non-extensivity parameter. Without loss of generality, it is assumed
that the constraints take the form of mean values of several suitable functions
{f1,q(Sn), f2,q(Sn), ..., fm,q(Sn)}, where m is less than the number of feasible
states.

A NME framework can be established to determine the form of pq(Sn) that
maximises the Havrda-Charvat-Tsallis entropy, H∗(pq), namely
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H∗(pq) = c(1−
∑
Sn∈S

pq(Sn)
q)/(q − 1) (3)

subject to normalisation and the mean value constraints, namely∑
Sn∈S

pq(Sn) = 1 (4)

∑
Sn∈S

fk,q(Sn)pq(Sn) = Fk,q (5)

where c(c > 0) is a positive constant and {Fk,q, k = 1, 2, ...,m} are the pre-
scribed mean values defined on the set of functions {fk,q(Sn), k = 1, 2, ...,m}.
Note that H∗(pq) can be described as a low-order truncation of Renyi’s infor-
mation theoretic entropy [18].

By employing the Lagrange’s method of undetermined multipliers, the max-
imisation ofH(pq), subject to mean value constraints (4)-(5), determines a least
biased NME solution for the state probabilities, namely

pq(Sn) =
1

Zq

[
1 + (1− q)

m∑
k=1

βkfk,q(Sn)

] 1
q−1

(6)

where {βk}, k = 1, 2, ...,m} are the Lagrangian multipliers corresponding to
the constraints (4), Zq = exp{β0} is the normalizing constant and β0 is the
Lagrangian multiplier determined by the normalisation constraint.

The NME solution (6) can be interpreted as a G-Z-M type distribution de-
picting heavy queue tails and asymptotic power law behaviour.

4 The NME Formalism as a Method of Inductive Inference for
Non-extensive Systems

The principles of EME [9] and minimum relative entropy (MRE), a generalisa-
tion, were shown in [22] to be uniquely correct methods of inductive inference
for extensive systems, subject to a prior probability estimate and new informa-
tion given in the form of suitable mean values.

The approach adopted in [22] was based on the fundamental assumption
that the use of the EME and MRE principles, as methods of inductive inference
for extensive systems, should lead to consistent results when there are differ-
ent ways to solve a problem by taking into account the same information. This
fundamental requirement was formalised in terms of four consistency axioms,
namely uniqueness, invariance, system independence and subset independence.
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It was shown that optimizing any function other than entropy or relative entropy
will lead to inconsistencies unless the function in question and the entropy or
relative entropy share, respectively, identical maxima or minima. In other words,
given new constraint information, there is a unique distribution satisfying these
constraints that can be chosen by a procedure based on EME and MRE for-
malisms complying with the consistency axioms.

The relevance of the four consistency axioms for extensive systems (c.f.,
[22]) on the credibility of the NME formalism, as a method of inductive infer-
ence, is investigated below.

4.1 Uniqueness

Adopting the notation of Section 3, let fq,N , hq,N ∈ Ω be two distinct probabil-
ity distributions defined on the set of states S of the non-extensive system Q hav-
ing the same non-extensive entropy functions, namely H∗(fq,N ) = H∗(hq,N ).

Using the NME solution (6), it can be shown that

H∗(fq,N ) = H∗(hq,N ) =
αH∗(fq,N ) + (1− α)H∗(hq,N ) ≤ H∗(αfq,N + (1− α)hq,N )

(7)

Since the set Ω is convex, there is a distribution (i.e., weighted average)
given by αfq,N + (1 − α)hq,N , which belongs to Ω and has an extended max-
imum entropy greater than H∗(fq,N ) = H∗(hq,N ). Therefore, there cannot be
two distinct probability distributions fq,N , hq,N ∈ Ω having the same maxi-
mum entropy in Ω. Thus, the Havrda-Charvat-Tsallis NME formalism satisfies
the axiom of uniqueness (c.f., [22]).

4.2 Invariance

Following the analytic methodology in [22], let Γ be a coordinate transforma-
tion from state Sn ∈ S, n = 1, 2, ..., N to stateRn ∈ R,n = 1, 2, ..., N), where
R be a transformed set of N possible discrete states {Rn, n = 1, 2, ..., N} with
(Γpq,N )(Rn) = J−1pq,N (Sn), where J is the Jacobian J = ∂(Rn)/∂(Sn).
Moreover, let ΓΩ be the closed convex set of all probability distributions Γpq,N
defined on R such that Γpq,N (Rn) > 0 for all Rn ∈ R,n = 1, 2, ..., N and∑N

n=1 Γpq,N (Rn) = 1.
It can be clearly seen that, transforming of variables from Sn ∈ S into

Rn ∈ R, the Havrda-Charvat-Tsallis extended entropy function (c.f., (6)) is
transformation invariant, namely

H∗(pq,N ) = H∗(Γpq,N ) (8)
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Thus, since the minimum in ΓΩ corresponds to the minimum in Ω, the
NME formalism satisfies the axiom of invariance.

4.3 System Independence

Consider two general non-extensive systems Q and R each of which having
a finite set of N,N > 0 possible discrete states {xn, n = 1, 2, ..., N} and
{yn, n = 1, 2, ..., N}, respectively. Moreover, let X and Y be the random vari-
ables describing the state of the systemsQ andR, respectively, with correspond-
ing state probabilities fq,N (xn) = Pr{X = xn} and gq,N (yn) = Pr{Y = yn},
respectively.

Assuming that Q and R are independent systems, then using the joint prob-
ability, hq,N (xk, yn) = Pr(xk, yn), k, n = 1, 2, ..., N and the definition of (6),
it clearly follows that

H∗ [hq,N ] 6= H∗ (fq,N ) +H∗ (gq,N ) (9)

The inequality (9) implies that, in information theoretic terms, the joint NME
state probability distribution of two independent non-extensive systems Q and
R defies, due to the presence of long-range interactions, the axiom of system in-
dependence (c.f., [22]). Thus, this attribute of the NME formalism, as a method
of inductive inference, is clearly most suitable for the quantitative studies of
non-extensive dynamic systems with heavy queue tails and asymptotic power
law behaviour.

Note that in the case of q → 1 limit, equation (9) becomes

H∗ [hq,N ] = H∗ (fq,N ) +H∗ (g(Yq,N ) (10)

The equality ( verifies that the joint EME state probability distribution, as ex-
pected, satisfies the axiom of system independence (c.f., [22]. This is an appro-
priate property of the EME formalism as a method of inductive inference for the
study of extensive systems with short-range interactions.

4.4 Subset Independence

Consider a general non-extensive systemQ that has wlog a finite number,L(L >
0), of disjoint sets of discrete states {S∗i , i = 1, 2, ..., L}, whose union is S. Let
{xij , i = 1, 2, ..., L; j = 1, 2, ..., Li} be a conditional state belonging to the
set {S∗i , i = 1, 2, ..., Li}, where Li is the finite number of possible conditional
states in S∗i . Moreover, let ξi be the probability that a state of the system Q is in
the set {S∗i , i = 1, 2, ..., Li} and let probability fq,i(xij) ∈ Ωi, where Ωi, is the
closed convex set of all probability distributions on S∗i . Moreover, let x be an
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aggregate state of system Q and probability fq(x) ∈ Ω, where Ω is the closed
convex set of all probability distributions on S.

Using the definition of the extended entropy function (c.f.,(6)), it can be
shown that

H∗(fq) =
∑
i

ξiH
∗
i (fq,i) (11)

where H∗i (fq,i) is the extended conditional entropy function defined on the set
of states Si, i = 1, 2, ..., L. Therefore, maximising the generalised aggregate
entropy function, H∗(fq), subject to an aggregate set of available constraints,
it is equivalent to maximising each generalised conditional entropy function,
H∗i (fq,i), individually, subject to a conditional set of available constraints. Thus,
the Havrda-Charvat-Tsallis NME formalism satisfies the axiom of subset inde-
pendence [22].

5 A Finite Capacity Queue with Heavy Length Tails

In this section, the NME solution for the state probability distribution of a sin-
gle server finite capacity queue is devised, as a special case of the NME so-
lution (6), in terms of the normalisation, server utilisation, mean queue length
and full buffer state probability constraints. As it became evident from the ear-
lier analysis of queues with short-range interactions, based on the classical ME
formalism (c.f., [12]), the selection of these constraints is motivated by the fact
that they may, generally, capture the main system characteristics and they can
be expressed in terms of known input system parameters, such as the mean ar-
rival rate λ, the squared coefficient of variation (SCV) of the interarrival times,
(Ca2), the mean service rate µ and the SCV of the service times, (Cs2). By
analogy, this behaviour has also been observed in the analysis of queues with
long range interactions (c.f., [1, 10, 14, 15]), where the constraints of the associ-
ated NME solutions include, in addition, the non-extensivity parameter, q (c.f.,
[8, 23]), or, equivalently, the Hurst self-similarity parameter, H (c.f., [3]) such
that q = 1.5−H , 1/2 < q,H < 1 (c.f., [10, 15, 19]).

Note that a heuristic generalization of Norros formula [17], for the estima-
tion of the buffer capacity of a storage system (under a fBm input process), was
conjectured in [15]. This formula was reinterpreted as a MQL constraint, LH ,
in the NME analysis of a stable single server gS-S/GE/1 queue with infinite ca-
pacity, an abstact generalised self-similar (gS-S) arrival process with parameters
H , λ and Ca2 and a GE-type service time distribution completely defined by µ
and Cs2. This MQL heuristic expression is given by
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LH =
ρ

1
2(1−H)

2
1

2(1−H)

[1− ρ+ Ca2 + ρCs2
)
]

1
2(1−H)

(1− ρ)
H

1−H

 (12)

where H takes values in the interval 1
2 < H < 1 [15]. Note that the heuristic

formula (12) takes explicitly into account the adverse combined impact of traffic
burstiness (via the SCVs Ca2 and Cs2) and self-similarity (via pararameter H)
on queueing system performance. The expresion (12) reduces correctly to the
Norros formula [17] when Ca2 = Cs2 = 1. Moreover, for H = 1

2 (i.e., q → 1)
equation (12) yields the mean queue length formula of a stable GE/GE/1 queue
[12].

5.1 An NME State Probability as a G-Z-M Type Distribution

Consider a single server gS-S/GE/1/N queue with i) finite capacity, N ii) a gS-
S arrival process with mean arrival rate λ, interarrival time SCV, Ca2 and Hurst
self-similarity parameter, H and iii) a GE-type service time distribution with
mean service rate, µ and service time SCV, Cs2. Moreover, at any given time,
let pq,N (n), n = 0, 1, .., N , be the state probability of having n, say, messages
in the queue.

Suppose that the prior information about the state probability can be ex-
pressed in terms of the following mean value constraints (c.f., [14, 15]): Normal-
isation, server utilisation Uq,N = 1−pq,N (0), MQL, Lq,N =

∑N
n=0 npq,N (n)

and full buffer state probability, φq,N = pq,N (N), where φq,N satisfies the flow
balance condition, namely

λ(1− πq,N ) = µUq,N (13)

where πq,N is the blocking probability that an arrival message find a full capac-
ity queue.

The form of the NME queue length distribution, pq,N (n), n = 0, 1, ..., N
of the gS-S/GE/1/N queue can be characterised by maximising the Havrda-
Charvat-Tsallis non-extensive entropy,

H∗(pq,N ) = c(1−
N∑
n=0

pq,N (n)
q/(q − 1) (14)

subject to the normalisation and the aforementioned constraints: server utilisa-
tion, MQL and full buffer state probability.

The NME state probability of the gS-S/GE/1/N can be clearly reduced from
the generic G-Z-M solution (6 and is given by
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pq,N (n) =
1

Zq,N

[1 + αN (1− q)n+ βN (1− q)hq,N (n) + γN (1− q)sq,N (n)]
1

q−1
(15)

where βN , αN and γN are the Lagrangian multipliers corresponding to the
server utilisation, MQL and full buffer state probability constraints. Moreover,
hq,N (n) and sq,N (n) are auxiliary functions clearly defined by

hq,N (n) =

[
0, n = 0
1, n 6= 0

]
. (16)

sq,N (n) =

{
0, n < N
1, n = N

(17)

and Zq,N is the normalizing constant expressed by

Zq,N =
∑N

n=0 [1 + αN (1− q)n+ βN (1− q)hq,N (n) + γN (1− q)sq,N (n)]
1

q−1

= ζ
[

1
1−q ,

1+βN (1−q)hq,N (n)+γN (1−q)sq,N (n)
αN (1−q)

]
(18)

where 1
1−q > 1, q > 0 and ζ denotes the Hurwitz-Zeta function (c.f., [2]).

Note that a direct derivation of the NME solution (15), can be seen in [15].
As N → ∞, the NME solution, pq,N (n) (15) becomes identical to that of the
corresponding infinite capacity queue with heavy length tails [14, 15]. More-
over, at the limit q → 1, pq,N (n) reduces to the ME solution for the state prob-
ability pq,N (n) of the GE/GE/1/N queue [12].

For q < 1, ρ < 1 and for large number of messages n, pq,N (n) follows
asymptotically, as expected, a power law, which turns out, as expected, to be
identical to the one obtained for a stable gS-S/GE/1 (c.f., [15]) and also to the
one associated with Tsallis original solution (c.f., [10]), namely

pN (n) ∼ n
−1
1−q ,

1

2
< q < 1 (19)

The Newton-Raphson numerical method can be applied, as in [10] and [15],
to implement the NME solutions of single server queues with infinite and finite
capacities, respectively. For illustration purposes, the computational implemen-
tation of the NME solution is simplified by assuming that the Lagrange multi-
pliers αN and βN are asymptotically invariant to the buffer size,N i.e., αN = α
and βN = β, where α and β are the Lagrange multipliers of the corresponding
infinite capacity queue. Moreover, the blocking probability, π, can be computed
by using the flow balance condition (13).
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6 Numerical Results

This section presents four typical numerical experiments (c.f., Figs. 1 - 3(b))
illustrating the credibility of the NME solutions and also assess the combined
impact of bursty and self-similar traffic flows on the performance of the queue.

A plot of the queue length distribution pq,N (n) of a finite capacity gS-
S/GE/1/N queue versus state n for different values of non-extensivity parameter
q = 1.5−H is shown in Fig. 1. It can be seen that decreasing values of q impose
gradually, as expected, heavier long tails on the state probabilities, pq,N (n) .

The queue length distribution pq,N (n) versus n for q = 0.6 and different
values of Ca2 is shown in Fig. 2. It can be observed that, for small states n,
higher input traffic burstiness (i.e., variability) has no much influence, as ex-
pected, on the tails of the state probabilities. However, as the values of state
n increase beyond a small threshold value, traffic burstiness imposes progres-
sively, in the presence of high self-similarity, heavier tail behaviour on the state
probabilities.

The relationship between the utilisation, Uq,N and ρ for Ca2 = 3, 20 and
different values of q is plotted in Figs. 3(a) and 3(b). It can be observed in Fig.
3(a) that for smaller values of ρ under moderate traffic burstiness (variability) at
Ca2 = 3, the utilisation Uq,N for smaller values of non-extensivity parameter
1
2 < q < 1 is progressively decreasing. This indicates that increasing self-
similarity in traffic flows does not have an adverse effect on queue performance
when the server is underutilised. Note that, as it was observed earlier in [5], the
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Fig. 1. The relation between pq,N (n) and n
for a gS-S/GE/1/N queue with Ca2 = 4,
Cs2 = 9, N = 20, λ = 0.8, µ = 1.0 and
{q = 0.6, 0.7, 0.8, 0.9}.
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(a) (b)

Fig. 3. The relation between U = 1 − pq,N (0) and ρ for a gS-S/GE/1/N queue with Cs2 = 4,
N = 20, {q = 0.6, 0.7, 0.8, 0.9} and (a) Ca2 = 3 or (b) Ca2 = 20.

acute transition from low to high utilisation for lower values of q, as the pa-
rameter ρ attains increasing values, is a typical attribute of self-similarity and/or
LRD network traffic with moderate variability (c.f., [10, 15]).

However, this utilisation ‘anomaly’ of the plot Uq,N versus ρ in Fig. 3(a) is
no longer valid as the traffic displays ‘burstier’ characteristics with Ca2 being
equal to the increased value from 3 to 20. As it can be seen in Fig. 3(b), the
relationship between Uq,N and ρ reaches a more distinguished pattern as the
adverse impact of higher traffic burstiness on utilisation Uq,N , even for small
values of ρ, is quite evident. In particular, the curves of Fig. 3(b) have a much
lower intersection point towards ρ → 0 whilst those in Fig. 3(a) are quite in-
dependent from each other up to a higher threshold value of ρ. The extremal
type of behaviour displayed by the curves of Fig. 3(b) illustrates the adverse
impact of traffic flows with combined high burstiness and self-similarity on the
performance of the queue.

The numerical experiments of Figures (Figures 1 - 3(b)) demonstrate the
credibility and robustness of the power-type NME queue length distributions
and assess effectively the adverse combined impact of traffic variability and
self-similarity on queue performance.

7 Conclusions

An exploration of the NME formalism for the study of non-extensive systems
with long range interactions was undertaken, based on the maximization of
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the Havrda-Charvat-Tsallis entropy function, subject to new information in the
form of suitable mean value constraints. The credibility of NME formalism, as
a method of inductive inference, was formally assessed in terms of four con-
sistency axioms for the EME and MRE formalisms for extensive systems (c.f.,
[22]), namely uniqueness, invariance, system independence and subset indepen-
dence. It was established that the NME solution satisfies three of these consis-
tency axioms, namely uniqueness, invariance and subset independence, but it
did not comply with the axiom of system independence, due to the long-range
interactions in non-extensive systems. Thus, the NME formalism was shown to
be a most suitable method of inductive inference for the study of dynamic sys-
tems with heavy queue tails and asymptotic power law behaviour. Furthermore,
it was determined that the NME state probability distribution of a general phys-
ical system, Q is characterised by a G-Z-M type distribution depicting bursty
and heavy tails with asymptotic power law behaviour. Typical numerical exper-
iments focusing on the special case of a gS-S/GE/1/N queue with finite capacity
were included to highlight the credibility and robustness of the NME solution
and related performance metrics and also verify the adverse combined impact
of traffic burstiness and self-similarity on the performance of the queue.

The NME formalism for single server gS-S/GE/1/N queues with or with-
out finite capacity provides simple but efficient analytic building blocks to-
wards further advances into the theoretical characterisation of underlying bursty
and S-S arrival processes and service time distributions associated with ex-
act/approximate NME state probabilities, as appropriate. Although exact NME
product form solutions for arbitrary open queueing network models (QNMs) are
not possible (c.f., [11]), nevertheless analytic NME product-form approxima-
tions and queue-by-queue decomposition algorithms may be established. The
latter can be linked, to a tolerable accuracy, with approximate marginal state
probabilities and related performance metrics for QNMs of converging multi-
service heterogeneous networks taking into account merging, splitting and de-
parting flow steams of bursty and S-S traffic processes.
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