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Abstract. Privacy-preserving data mining has been an active research
area in recent years due to privacy concerns in many distributed data
mining settings. Protocols for privacy-preserving data mining have con-
sidered semi-honest, malicious, and covert adversarial models in crypto-
graphic settings, whereby an adversary is assumed to follow, arbitrarily
deviate from the protocol, or behaving somewhere in between these two,
respectively. Semi-honest model provides weak security requiring small
amount of computation, on the other hand, malicious and covert models
provide strong security requiring expensive computations like homomor-
phic encryptions. However, game theory allows us to design protocols
where parties are neither honest nor malicious but are instead viewed
as rational and are assumed (only) to act in their own self-interest. In
this paper, we build efficient and secure set-intersection protocol in game-
theoretic setting using cryptographic primitives. Our construction avoids
the use of expensive tools like homomorphic encryption and oblivious
transfer. We also show that our protocol satisfies computational versions
of strict Nash equilibrium and stability with respect to trembles.

KeyWords: Privacy-preserving data mining, Set-intersection, Game theory, Com-
putational strict Nash equilibrium, Stability with respect to trembles.

1 Introduction

A key utility of large databases today is scientific or economic research. Despite
the potential gain, this is often not possible due to the confidentiality issues
which arise, leading to concerns over privacy infringement while performing the
data mining operations. The need for privacy is sometimes due to law (e.g., for
medical databases) or can be motivated by business interests. To address the
privacy problem, several privacy-preserving data mining protocols using crypto-
graphic techniques have been suggested. Depending on the adversarial behavior
assumptions, those protocols use different models. Classically, two main cate-
gories of adversaries have been considered:
Semi-honest adversaries: Following Goldreich’s definition [11], protocols se-
cure in the presence of semi-honest adversaries (or honest-but-curious) assume
that parties faithfully follow all protocol specifications and do not misrepresent



any information related to their inputs, e.g., set size and content. However, dur-
ing or after protocol execution, any party might (passively) attempt to infer
additional information about the other party’s input. This model is formalized
by requiring that each party does not learn more information that it would in
an ideal implementation relying on a trusted third party (TTP).
Malicious adversaries: Security in the presence of malicious parties allows
arbitrary deviations from the protocol. In general, however, it does not prevent
parties from refusing to participate in the protocol, modifying their private input
sets, or prematurely aborting the protocol. Security in the malicious model is
achieved if the adversary (interacting in the real protocol, without the TTP) can
learn no more information than it could in the ideal scenario.

A new type of adversarial model, named covert adversary, has been proposed
recently by Aumann et al. [3].
Covert Adversaries: These adversaries are somewhere in between the semi-
honest and malicious models. In many real-world settings, parties are willing to
actively cheat (not semi-honest), but only if they are not caught (not arbitrarily
malicious). Covert adversarial behavior accurately models many real-world sit-
uations. It explicitly models the probability of catching adversarial behavior; a
probability that can be tuned to the specific circumstances of the problem. In
particular, it is not assumed that adversaries are only willing to risk being caught
with negligible probability, but rather allow for much higher probabilities.

In the above models, a secure protocol emulates (in its real execution) the
ideal execution that includes a TTP. This notion is formulated by requiring the
existence of adversaries in the ideal execution model that can simulate adversar-
ial behavior in the real execution model. In other words, the implicit assumption
in the original formulation of the problem is that each party is either honest or
corrupt, and honest parties are all willing to cooperate when reconstruction of
the secret is desired. However, the assumption of semi-honest behavior may be
unrealistic in some settings. In such cases, participating parties may prefer to use
a protocol that is secure against malicious behavior. It is clear that the protocols
secure in the malicious model offer more security. Regarding malicious adver-
saries, it has been shown that, under suitable cryptographic assumptions, any
multi-party probabilistic polynomial time functionality (PPT) can be securely
computed for any number of malicious corrupted parties. However, these are not
efficient enough to be used in practice. Most of these constructions use general
zero-knowledge proofs for fully malicious multi-party computation (MPC) proto-
cols. These zero-knowledge compilers lead to rather inefficient constructions [31].
In typical cryptographic MPC protocols, parties are allowed to abort when they
can find some malicious behavior from other parties. This means that the parties
have to start the protocol from the scratch which is undesirable for operations
on huge data sets.

Since the work of Halpern and Teague [14], protocols for some cryptographic
tasks (e.g., secret sharing, multi-party computation) have begun to be re-evaluated
in a game-theoretic light (see [7, 20] for an overview of work in this direction).
In this setting, parties are neither honest nor corrupt but are instead viewed as



rational and are assumed (only) to act in their own self-interest. This feature is
particularly interesting for data mining operations where huge collection of data
is used, since parties will not deviate (i.e., abort) as there is no incentive to do
so. In many real-world settings, parties are willing to actively deviate/cheat, but
only if they are not caught. This is the case in many business, financial, political
and diplomatic settings, where honest behavior cannot be assumed, but where
the companies, institutions and individuals involved cannot afford the embar-
rassment, loss of reputation, and negative press associated with being caught
cheating, hence having smaller incentive.

In data mining area, private set-intersection and set-union protocols allow
two parties interact on their respective input sets. These protocols address sev-
eral realistic privacy issues. Typical application examples include:
1. Business Interest: Companies may want to decide whether to make a business
alliance by the percentage of customers shared among them, without publishing
their customer databases including the shared customers among them. This can
be treated as an intersection cardinality problem. As another example, to de-
termine which customers appear on a do-not-receive-advertisements list, a store
must perform a set-intersection operation between its private customer list and
the producers list.
2. Aviation Security: The Department of Homeland Security (DHS) of the U.S.
needs to check whether any passenger on each flight from/to the United States
must be denied boarding, based on some passenger watch list. For this purpose,
airlines submit their entire list of passengers to DHS, together with other sen-
sitive information, such as credit card numbers. This poses liability issues with
regard to innocent passengers’ data and concerns about potential data losses. In
practice, information only related to the passengers on the list should obtained
by DHS without disclosing any information to the airlines.
3. Healthcare: Insurance companies often need to obtain information about their
insured patients from other parties, such as other insurance carriers or hospitals.
The insurance carriers cannot disclose the identity of inquired patients, whereas,
the hospitals cannot provide any information on other patients.

1.1 Related Work

Cryptographic techniques have been used to design many different distributed
privacy-preserving data mining algorithms. In general, there are two types of as-
sumptions on data distribution: vertical and horizontal partitioning. In the case
of horizontally partitioned data, different sites collect the same set of informa-
tion about different entities. For example, different credit card companies may
collect credit card transactions of different individuals. Secure distributed pro-
tocols have been developed for horizontally partitioned data for mining decision
trees [25], k-means clustering [24], k-nn classifiers [18]. In the case of vertically
partitioned data, it is assumed that different sites collect information about the
same set of entities but they collect different feature sets. For example, both a
university and a hospital may collect information about a student. Again, secure



protocols for the vertically partitioned case have been developed for mining as-
sociation rules [35], and k-means clusters [16, 34]. All of those previous protocols
claimed to be secure only in the semi-honest model. In [9, 19], authors present
two-party secure protocols in the malicious model for data mining. They follow
the generic malicious model definitions from the cryptographic literature, and
also focus on the security issues in the malicious model, and provide the malicious
versions of the subprotocols commonly used in previous privacy-preserving data
mining algorithms. Assuming that at least one party behaves in semi-honest
model, they use threshold homomorphic encryption for malicious adversaries
presented by Cramer et al. [5]. Recently, Miyaji et al. presented a new adversar-
ial model named covert adversaries [31] for performing data mining algorithms.
They show that protocols under covert adversarial model behave in between
semi-honest and malicious models. Oblivious transfer (OT) and homomorphic
encryption have been used as the building blocks in [31]. Since homomorphic en-
cryption is considered too expensive [27] and oblivious transfer is often the most
expensive part of cryptographic protocols [26], the protocols proposed in mali-
cious and covert adversarial models are not very practical for operations on large
data items. Game theory and data mining, in general, have been combined in [17,
32] for constructing various data mining algorithms. Rational adversaries have
also been considered in privacy-preserving set operations [36, 2]. These protocols
consider Nash equilibrium to analyze the rational behavior of the participating
entities. As discussed by Kol and Naor in [23], using Nash equilibrium is not suit-
able in many cases, since many bad strategies are not ruled out by it. Instead,
they suggest the stronger notion of strict Nash equilibrium in the information-
theoretic setting, in which every player’s strategy is a strict best response. Due
to the restrictive nature of this notion, it is regarded as a sufficient condition and
not as a necessary one. As in all of cryptography, computational relaxations are
meaningful and should be considered; doing so allows us to get around the lim-
itations of the information-theoretic setting. So, analyzing set operations from
the viewpoint of computational strict Nash equilibrium is interesting, since it
gives a more realistic results. There have been several works on game theory
based MPC/secret sharing schemes [1, 14, 22, 29, 10, 33, 15]. But [14, 33] require
the continual involvement of the dealer even after the initial shares have been
distributed or assume that sufficiently many parties behave honestly during the
computation phase. Some schemes [1, 22, 29] rely on multiple invocations of pro-
tocols. Other work [15] relies on physical assumptions such as secure envelopes
and ballot boxes. [10] proposed efficient protocols for rational secret sharing.
But secret sharing schemes cannot be directly used for our purpose since they
require the existence of TTP and their set up is different.

1.2 Our Contribution

In this work, we build two-party secure set-intersection protocol in game-theoretic
setting using cryptographic primitives. It is assumed that parties are neither hon-
est nor corrupt but are instead rational and are assumed to act only in their own



self-interest. Our construction avoids the use of expensive tools like homomor-
phic encryption and oblivious transfer. We have used verifiable random functions
as the underlying cryptographic primitive which is simple and efficient. It is also
possible to use our protocol for computing set-union operations. We also show
that our protocol satisfies computational versions of strict Nash equilibrium and
stability with respect to trembles, defined by Fuchsbauer et al. [10].

Organization of the paper: The remainder of the paper is organized as
follows: Section 2 presents the background and preliminaries. Section 3 describes
the protocol model. Section 4 includes protocol construction. In Section 5, we
analyze the protocol formally. We give some concluding remarks in Section 6.

2 Background and Preliminary

2.1 Cryptographic Considerations in Game Theory

Achieving a secure protocol is the objective in the cryptographic setting. Elimi-
nating the trusted party is one of the main tasks while maintaining the privacy.
On the other hand, in game theory, some particular equilibrium is defined to
achieve stability. The existence of the trusted party/mediator is a parameter
setting resulting in a more desirable, but harder to implement equilibrium con-
cept for rational behaviors. Thus, privacy is a goal in the cryptographic setting
while in the game theory setting it is a means to an end.

Games are treated in a modified way with a differently defined equilibrium
notions in a cryptographic setting with. Katz, in [20], gives some examples of
how this might be done for the specific case of parties running a protocol in the
cryptographic setting. A security parameter n is introduced which is provided
to all parties at the beginning of the game. The action of a player Pj now
corresponds to running an interactive Turing Machine (TM) Tj . The Tj takes
the current state and messages received from the other party as the input, and
outputs message of player Pj along with updated state. The message mj is
sent to the other party. In a computational sense, it is required that Tj runs
in PPT meaning that the function is computed in time polynomial in n. Tj is
thus allowed to run for an unbounded number of rounds and, it can be added
that the expected number of rounds is also polynomial for which Tj runs. The
security parameter n is given as input to the utility functions. Utility functions
map transcripts of a protocol execution to the reals that can be computed in
time polynomial in n. Let ∆ be a computational game in which the actions of
each player correspond to the PPT TMs. Also, the utilities of each player are
computed in time polynomial in n. Thus, mixed strategies are no longer needed
to be considered, since a polynomial time mixed strategy corresponds to a pure
strategy (since pure strategies correspond to randomized TMs) [20]. The parties
are not assumed to be curious in negligible changes in their utilities, and this is
an important difference between the cryptographic setting and the setting that
has been considered here.



2.2 Definitions

In this section, we will state the definitions of computational strict Nash equi-
librium and computational strict Nash equilibrium w.r.t. trembles introduced
in [10]. A protocol is in Nash equilibrium if no deviations are advantageous;
it is in strict Nash equilibrium if all deviations are disadvantageous. In other
words, there is no incentive to deviate in the case of a Nash equilibrium whereas
there is an incentive not to deviate for a strict Nash equilibrium. Another ad-
vantage of strict Nash is that protocols satisfying this notion inhibit subliminal
communication. A party who tries to use protocol messages as a covert channel
has the risks to lose utility if there is any reasonable probability that the other
player is following the protocol, since any detectable deviation by a party from
the protocol results in lower utility while the other party follows the protocol.
The computational version of strict Nash equilibrium is intuitively close to strict
Nash considering the computational limitations. Moreover, our protocol satisfies
a strong condition that each party can send a unique legal message that at every
point in the protocol. Our protocol thus rules out subliminal communication in
a strong sense. We denote the security parameter by n. A function ε is negligible
if for all c > 0 there is a nc > 0 such that ε(n) < 1/nc for all n > nc; let negl
denote a generic negligible function. We say ε is noticeable if there exist c, nc

such that ε(n) > 1/nc for all n > nc.
We consider the strategies in our work as the PPT interactive Turing machines.
Given a vector of strategies σ for two parties in the computation phase, let
uj(σ) denote the expected utility of Pj , where the expected utility is a function
of the security parameter n. This expectation is taken over the randomness of
the players’ strategies. Following the standard game-theoretic notation, (σ′j ,σ−j)
denotes the strategy vector σ with Pj ’s strategy changed to σ′j .

Definition 1. Π induces a computational Nash equilibrium if for any PPT
strategy σ′1 of P1 we have u1(σ′1, σ2) ≤ u1(σ1, σ2) + negl(n), and similarly for
P2.

The computational notion of stability with respect to trembles models play-
ers’ uncertainty about other parties’ behavior, and guarantees that even if a
party Pi believes that other parties might play some arbitrary strategy with
small probability δ (but follow the protocol with probability 1− δ), there is still
no better strategy for Pi than to follow the protocol. The following definition is
stated for the case of a deviating P1 (definition for a deviating P2 is analogous).
Let P1 and P2 interact, following σ1 and σ2, respectively. Let mes denote the
messages sent by P1, but not including any messages sent by P1 after it writes to
its (write-once) output tape. Then viewΠ

2 includes the information given by the
trusted party to P2, the random coins of P2, and the (partial) transcript mes.
We fix a strategy γ1 and an algorithm A. Now, let P1 and P2 interact, following
γ1 and σ2, respectively. Given the entire view of P1, algorithm A outputs an
arbitrary part mes′ of mes. Then viewA,γ1

2 includes the information given by
the trusted party to P2, the random coins of P2, and the (partial) transcript
mes′.



Definition 2. Strategy γ1 yields equivalent play with respect to Π, denoted γ1 ≈
Π, if there exists a PPT algorithm A such that for all PPT distinguishers D

| Pr[D(1n, viewA,γ1
2 ) = 1]− Pr[D(1n, viewΠ

2 ) = 1] |≤ negl(n)

Definition 3. Π induces a computational strict Nash equilibrium if
1. Π induces a computational Nash equilibrium;
2. For any PPT strategy σ′1 6≈ Π , there is a c > 0 such that u1(σ1, σ2) ≤

u1(σ′1, σ2) + 1/nc for infinitely many values of n .

In stability with respect to trembles, we say that γi is δ-close to σj if with
probability 1−δ party Pj plays σj , while with probability δ it follows an arbitrary
PPT strategy σ′j . In fact, a pair of strategies (σ1, σ2) is stable with respect to
trembles if σ1 (resp., σ2) remains the best response even if the other party plays a
strategy other than σ2 (resp., σ1) with some small (but noticeable) probability δ.
The fact that the prescribed strategies are in Nash equilibrium ensures that any
(polynomial-time) local computation performed by either party is of no benefit
as long as the other party follows the protocol. Stated differently, even if a party
Pj believes that the other party might play a different strategy with some small
probability δ, there is still no better strategy for Pj than to outwardly follow the
protocol.

Definition 4. Π induces a computational strict Nash equilibrium that is stable
with respect to trembles if

1. Π induces a computational Nash equilibrium;
2. There is a noticeable function δ such that for any PPT strategy γ2 that

is δ-close to σ2, and any PPT strategy γ1, there exists a PPT strategy σ′1 ≈ Π
such that u1(γ1, γ2) ≤ u1(σ′1, γ2) + negl(n)

Verifiable Random Functions (VRFs): A VRF is a keyed function whose
output is random-looking but can still be verified as correct, given an associated
proof. The notion was introduced by Micali et al. [30], and various efficient
constructions in the standard model are known [6, 8, 28]. It has been shown in
[28] that efficient VRFs can be constructed without relying on zero-knowledge
proofs1. A verifiable random function (VRF) with range R = {Rn} is a tuple of
PPT algorithms (Gen, Eval, Prove, V erify) such that: G(1n) generates the key
pair (pk, sk). Evalsk(x) computes the value y = Fpk(x); Provesk(x) computes
the proof z that y = Fpk(x); and V erifypk(x, y, z) verifies that y = Fpk(x) using
the proof z. For such a VRF, the following hold:
Correctness: For all n, the algorithm Evalsk maps n-bit input to a set Rn.
Furthermore, for any x ∈ {0, 1}n we have V erifypk(x,Evalsk(x), P rovesk(x)) =
1.
Verifiability: For all (pk, sk) output by Gen(1n), there does not exist a tuple
(x, y, y′, z, z′) with y 6= y′ and V erifypk(x, y, z) = 1 = V erifypk(x, y′, z′).

1 The VRF gives us computational security. However, it is also possible to design our
protocol with information-theoretic security using information-theoretically secure
MACs. The details will appear in the full version.



Unique proofs: For all (pk, sk) output by Gen(1n), there does not exist a tuple
(x, y, z, z′) with z 6= z′ and V erifypk(x, y, z) = 1 = V erifypk(x, y, z′).
Pseudorandomness: Let A be a PPT adversary in the following game:

1. Generate (pk, sk) ← Gen(1n) and give pk to A. A queries a sequence of
strings x1, . . . xl ∈ {0, 1}n and is given yi = Evalsk(xi) and zi = Provesk(xi) in
response.

2. A outputs a string x ∈ {0, 1}n s.t. x /∈ {x1, . . . xl} ∈ {0, 1}n.
3. A chooses a random b ∈ {0, 1}. If b = 0 then A is given y = Evalsk(x); if

b = 1 then A is given a random y ∈ Rn.
4. A makes queries as in step 2, as long as none of these queries is equal to

x.
5. A outputs b′ and succeeds if b′ = b at the end of the experiment.

We require that the success probability of any PPT adversary A is 1/2+negl(n).

3 Model

In a typical protocol, parties are viewed as either honest or semi-honest/malicious.
To model rationality, we consider players’ utilities. Here we assume that F =
{f : X × Y → Z} is a functionality where | X |=| Y | and their domain is poly-
nomial in size (poly(n)). Let D be the domain of output which is polynomial in
size. The function returns a vector I that represents the set-intersection where
It is set to one if item t is in the set-intersection. In other words, for all the data
items of the parties (i.e., X and Y ), we will compute X ∩ Y , and we get I as
the output of the function. Clearly for calculating set-intersection, we need to
calculate xe ∧ ye for each e where xe ∈ X and ye ∈ Y . Similarly, for set-union,
we need to calculate xe ∨ ye for all e. This can be rewritten as ¬(¬xe ∧ ¬ye).
Computing the set-union is thus straight forward.

Given that j parties are active during the computation phase, let the outcome
o of the computation phase be a vector of length j with oj = 1 iff the output
of Pj is equal to the exact intersection (i.e., Pj learns the correct output). Let
νj(o) be the utility of player Pj for the outcome o. Following [14, 10], we make
the following assumptions about the utility functions of the players:
- If oj > o′j , then ν(oj) > ν(o′j)
- If oj = o′j and

∑
j oj <

∑
j o′j , then ν(oj) > ν(o′j)

In other words, player Pj first prefers outcomes in which he learns the out-
put; otherwise, Pj prefers strategies in which the fewest number of other players
learn the result (in our two-party case, the other player learns). From the point
of view of Pj , we consider the following three cases of utilities for the outcome
o where U∗ > U > U ′:
- If only Pj learns the output, then νj(o) = U∗.
- If Pj learns the output and the other player does also, then νj(o) = U .
- If Pj does not learn the output, then νj(o) = U ′.
So, we have the expected utility of a party who outputs a random guess for the



output2 (assuming other party aborts without any output, or with the wrong
output) as follows: Urand = 1

|D| · U∗ + (1− 1
|D| ) · U ′.

Also, we assume that U > Urand; else players have almost no incentive to run
the computation phase at all. As in [10], we make no distinction between out-
putting the wrong secret and outputting a special ‘don’t know’ symbol- both are
considered as a failure to output the correct output.

To complete the protocol, we need to provide a way for parties to identify the
real iteration. Some work [1, 12, 22, 29] allows parties to identify the real iteration
as soon as it occurs. This approach could be used in our protocol if we assume
simultaneous channels. But, this approach is vulnerable to an obvious rushing
strategy when simultaneous channels are not available. To avoid this, we follow
the approach shown in [10]: delay the signal indicating whether a given iteration
is real or fake until the following iteration. In this case, until being sure of the
occurance of real iteration, a party cannot risk aborting. Moreover, once a party
learns that the real iteration occurred, the real iteration is over and all parties
can compute the real output. Simultaneous channels are thus not needed in this
process at the price of adding only a single round.

4 Rational Set-Intersection Protocol

4.1 An Overview of the Protocol

Let x denote the input of P1, let y denote the input of P2, and let f denote the
set-intersection function they are trying to compute. We follow the same high-
level approach as in [14, 12, 29, 1, 22, 23]. Our intersection computation protocol
proceeds in a sequence of ‘fake’ iterations followed by a single ‘real’ iteration.
As in [13, 21, 10], our protocol is composed of two stages, where the first stage
can be viewed as a pre-processing stage and the second stage that computes the
intersection takes place in a sequence of r = r(n) iterations. Briefly speaking,
the stages have the following form:

Pre-processing stage:

– A value i∗ ∈ {1, . . . , r} is chosen according to some geometric distribution
0 < α < 1 where α depends on the players’ utilities (discussed later in
Section 5). This represents the iteration, in which parties will learn the ‘true
output’.

– For i < i∗, {ai} = {a1, . . . , ar} (resp.,{bi} = {b1, . . . , br}) are chosen ac-
cording to some distribution that is independent of y (resp., x). For i ≥ i∗,
ai = bi = f(x, y).

– Each ai is randomly divided into shares a
(1)
i , a

(2)
i with a

(1)
i ⊕ a

(2)
i = ai (and

similarly for each bi). The stage concludes with P1 being given a
(1)
1 , b

(1)
1 , . . . , a

(1)
r , b

(1)
r

2 We do not consider U ′′- the utility when neither party learns the output, since ‘not
learning the output’ is not the target of a rational adversary in practice.



, and P2 being given a
(2)
1 , b

(2)
1 , . . . , a

(2)
r , b

(2)
r alongside the VRFs 3 (ShareGenr

provides the parties with VRFs so that if a malicious party modifies the share
it sends to the other party, then the other party will almost certainly de-
tect this due to the property of VRFs. It will be treated as an abort if such
manipulation is detected.).

After this stage, each party has a set of random shares that reveal nothing
about the other party’s input.

Intersection Computation Phase:

In each iteration i, for i = 1, . . . , r, the parties do the following: First, P2 sends
a
(2)
i to P1 who reconstructs ai; then P1 sends b

(1)
i to P2 who reconstructs bi.

(Parties also checks the VRF but we omit this here.) If a party aborts in some
iteration i, then the other party outputs the value reconstructed in the previ-
ous iteration. Otherwise, after reaching iteration r the parties output ar and
br, respectively. To compute the correct intersection, parties run a sequence of
iterations until the real iteration is identified, and both parties output the result
at that point. If some party fails to follow the protocol, the other party aborts.
In fact, it is rational for Pj to follow the protocol as long as the expected gain of
deviating is positive only if Pj aborts exactly in iteration i∗; and is outweighed by
the expected loss if Pj aborts before iteration i∗. The intersection computation
phase proceeds in a series of iterations, where each iteration consists of one mes-
sage sent by each party. Since we want to avoid simultaneous communication,
we simply require P2 to communicate first in each iteration.

When X and Y (the domains of f) are polynomial size, we follow [13, 21] and
set ai = f(x, ŷ) for ŷ chosen uniformly from Y , and set bi = f(x̂, y) for x̂ chosen
uniformly (and independently) from X. Note that ai (resp., bi) is independent
of y (resp., x), as desired.

4.2 Protocol Construction

As described above, our protocol Π consists of two stages. Let p be an arbitrary
polynomial, and set r = p· | Y |. We implement the first stage of Π using a sub-
protocol π for computing a randomized functionality ShareGenr (parameterized
by a polynomial r) defined in Figure 1. This functionality returns shares to each
party, alongside r-time VRF (Gen,Eval, Prove, V erify). In the second stage of
Π, the parties exchange these shares in a sequence of r iterations as described
in Figure 2. The protocol returns I at the end of the operations on all the data
items.

3 It is the parties’ own interest that they input the correct values for ShareGenr.
Otherwise, they will receive incorrect shares that will give them no chance to com-
pute the correct intersection result, which will only enable them of having smaller
incentives.



———————————————————————————————————–
Input: Let the inputs to ShareGenr be x ∈ Xn and y ∈ Yn. (If one of the
received inputs is not in the correct domain, a default input is substituted.)
———————————————————————————————————–
Computation:

– Define values a1, . . . , ar and b1, . . . , br in the following way:
• Choose i∗ according to some geometric distribution α
• For i < i∗ do,

- Choose ŷ ← Yn and set ai = fn(x, ŷ)
- Choose x̂ ← Xn and set bi = fn(x̂, y)

• For i = i∗, set ai = bi = q = fn(x, y).
• For i > i∗, set ai = bi = NULL

– For all iteration i, choose (a(1)
i , a

(2)
i ) and (b(1)

i , b
(2)
i ) as random secret shares of

ai and bi, respectively. (I.e., a
(1)
i ⊕ a

(2)
i = ai, b

(1)
i ⊕ b

(2)
i = bi)

– Let D = {0, 1}l be the domain of the output. Let (Gen,Eval, Prove, V erify)
and (Gen′, Eval′, P rove′, V erify′) be VRFs with range {0, 1}l and {0, 1}n,
respectively. Compute (pk1, sk1), (pk2, sk2)← Gen(1n) and (pk′1, sk

′
1),

(pk′2, sk
′
2)← Gen′(1n). For all i, compute share1i = Evalsk2(i‖b(1)

i ) and
share2i = Evalsk1(i‖a(1)

i ). Also compute signal1 = Eval′sk′2
(i∗ + 1) and

signal2 = Eval′sk′1
(i∗ + 1)

Output:

– Send to P1 the values (sk1, sk
′
1, pk2, pk′2, a

(1)
1 , . . . , a

(1)
r , (b(1)

1 , share11), . . . , (b
(1)
r ,

share1r), signal1).
– Send to P2 the values (sk2, sk

′
2, pk1, pk′1, b

(1)
1 , . . . , b

(1)
r , (a(1)

1 , share21), . . . , (a
(1)
r ,

share2r), signal2).

——————————————————————————————————–

Fig. 1. Functionality ShareGenr

5 Protocol Analysis

Here we will give some intuition as to why the reconstruction phase of Π is a
computational Nash equilibrium for an appropriate choice of α. Let us assume
that P2 follows the protocol, and P1 deviates from the protocol. (It is easier to
analyze the deviations by P2 since P2 starts in every iteration.) As soon as it
receives z

(i)
2 = signal1, P1 can abort in iteration i = i∗ + 1, or it can abort in

some iteration i < i∗+1. While aborting in i = i∗+1, P1 ‘knows’ that it learned
the correct output in the preceding iteration (iteration i∗) and can thus output
the correct result; however, P2 will output the correct result as well since it sent
the z

(i)
2 = signal1 value to P1. So P1 does not increase its utility beyond what it

would achieve by following the protocol. In the second case, when P1 aborts in
some iteration i < i∗+1, the best strategy P1 can adopt is to output a

(i)
1 hoping



——————————————————————————————————–
Input: Party P1 has input x and party P2 has input y.
——————————————————————————————————–
Computation:

– Preliminary phase:
1. P1 chooses ŷ ∈ Yn uniformly at random, and sets a0 = fn(x, ŷ). Similarly,
P2 chooses x̂ ∈ Xn uniformly at random, and sets b0 = fn(x̂, y).
2. Parties P1 and P2 run a protocol π to compute ShareGenr, using their
inputs x and y.
3. If P2 receives ⊥ from the above computation, it outputs b0 and halts. Oth-
erwise, the parties proceed to the next step.
4. Denote the output of P1 from π by (sk1, sk

′
1, pk2, pk′2, a

(1)
1 , . . . , a

(1)
r ,

(b(1)
1 , share11), . . . , (b

(1)
r , share1r), signal1).

5. Denote the output of P2 from π by (sk2, sk
′
2, pk1, pk′1, b

(1)
1 , . . . , b

(1)
r ,

(a(1)
1 , share21), . . . , (a

(1)
r , share2r), signal2).

– Intersection Computation Phase
For all i do:
P2 sends message to P1:
1. P2 computes y

(i)
2 = Provesk2(i‖a(2)

i ), z(i)
2 = Eval′sk′2

(i), z̄(i)
2 = Prove′sk′2

(i).

It sends (a(2)
i , share2i, y

(i)
2 , z

(i)
2 , z̄

(i)
2 ) to P1.

2. If P2 does not send anything to P1, then P1 outputs ai−1 and halts. P2

sends (a(2)
i , share2i, y

(i)
2 , z

(i)
2 , z̄

(i)
2 ) to P1. If V erifypk2(i‖a(2)

i , share2i, y
(i)
2 ) = 0

or V erify′pk′2
(i, z(i)

2 , z̄
(i)
2 ) = 0, then P1 outputs ai−1 and halts. If signal1 6= z

(i)
2

then P1 outputs ai−1, sends its iteration-i message to P2, and halts.
3. If V erifypk2(i‖a(2)

i , share2i, y
(i)
2 ) = 1 and a

(1)
i ⊕a

(2)
i 6= NULL (i.e., x = xi),

then P1 sets ai = a
(1)
i ⊕ a

(2)
i , and continues running the protocol.

P1 sends message to P2:
1. P1 computes y

(i)
1 = Provesk1(i‖b(1)

i ), z(i)
1 = Eval′sk′1

(i), z̄(i)
1 = Prove′sk′1

(i).

It sends (b(1)
i , share1i, y

(i)
1 , z

(i)
1 , z̄

(i)
1 ) to P2.

2. If P1 does not send anything, then P2 outputs bi−1 and halts. P1 sends
(b(1)

i , share1i, y
(i)
1 , z

(i)
1 , z̄

(i)
1 ) to P2. If V erifypk1(i‖b(1)

i , share1i, y
(i)
1 ) = 0 or

V erify′pk′1
(i, z(i)

1 , z̄
(i)
1 ) = 0, then P2 outputs bi−1 and halts. If signal2 6= z

(i)
1

then P2 outputs bi−1, sends its iteration-i message to P1, and halts.
3. If V erifypk1(i‖b(1)

i , share1i, y
(i)
1 ) = 1 and b

(1)
i ⊕ b

(2)
i 6= NULL (i.e., y = yi),

then P2 sets bi = b
(1)
i ⊕ b

(2)
i , and continues running the protocol.

Output: If all r iterations have been run, party P1 outputs ar and party P2 outputs
br.——————————————————————————————————–

Fig. 2. Protocol for computing the functionality for set-intersection



that i = i∗. Thus, following this strategy, the expected utility that P1 obtains
can be calculated as follows:

– P1 aborts exactly in iteration i = i∗. In this case, the utility that P1 gets is
at most U∗.

– When i < i∗, P1 has ‘no information’ about correct ar and so the best it can
do is guess. In this case, the expected utility of P1 is at most Urand.

Considering the above, P1’s expected utility of following this strategy is at most:

α× U∗ + (1− α)× Urand

Now, it is possible to set the value of α such that the expected utility of
this strategy is strictly less than U , since Urand < U by assumption. In such a
case, P1 has no incentive to deviate. Since there is always a unique valid message
a party can send and anything else is treated as an abort, it follows that the
protocol Π induces a strict computational Nash equilibrium which is stable with
respect to trembles.

The detailed proof of the following propositions will be given in the full
version of the paper.

Proposition 1. The protocol Π induces a computational Nash equilibrium given
that 0 < α < 1, U > α × U∗ + (1 − α) × Urand, and the pseudorandomness of
VRFs.

Proposition 2. If 0 < α < 1, U > α × U∗ + (1 − α) × Urand, VRFs are
pseudorandom, and there is always a unique valid message each party can send,
then the protocol Π induces a computational strict Nash equilibrium.

Proposition 3. The protocol Π is stable with respect to trembles given that
0 < α < 1 and U > α× U∗ + (1− α)× Urand.

According to the above propositions and their proofs, we give the theorem
as follows:

Theorem 1. If 0 < α < 1, U > α × U∗ + (1 − α) × Urand, and VRFs are
pseudorandom, then Π induces a computational strict Nash equilibrium that is
stable with respect to trembles.

6 Conclusion

In this paper, we have proposed a privacy-preserving set-intersection protocol
in two-party settings from the game-theoretic perspective. We have used verifi-
able random functions as the underlying cryptographic primitive which is sim-
ple and efficient. It is also possible to use our protocol for computing set-union
operations. We also show that our protocol satisfies computational versions of
strict Nash equilibrium and stability with respect to trembles. Applying game-
theoretic approach for multi-party setting where parties are allowed to collude
is an interesting open problem.
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