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Abstract. Data outsourcing provides companies a cost effective method for their
data to be stored, managed, and maintained by a third-party. Data outsourcing
offers many economical benefits, but also introduces several privacy concerns.
Many solutions have been proposed for maintaining privacy while outsourcing
data in the data as plain-text model. We propose a method that can maintain a
similar level of privacy while improving upon the query performance of previous
solutions. The motivating principle behind our solution is that if the data owner
possesses a small amount of secure local storage, it can be used as a pseudo-index
table to improve query performance for selection queries involving conjunctions.
We offer a heuristic approach for calculating the required storage resources and
provide experimental analysis of the scheme.
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1 Introduction

For small organizations the burden of maintaining large volumes of information can
be overwhelming. In an attempt to lessen the burden, organizations turn to third-parties
to maintain the data for them. On one hand the economic savings from outsourcing the
data is tremendous, but on the other hand concerns arise about the confidentiality of
sensitive information being outsourced.

As an example, a credit card company maintains a large collection of financial
information, shopping patterns, and personal information about their customers. To
minimize costs, the company wants to use a third-party to host the data. The credit
card company then accesses the data for billing and advertising. The drawback with
such outsourcing is that the data cannot be revealed to the hosting party, for fear of
compromising their customers’ privacy. The scheme proposed in this paper attempts to
minimize the risks of data outsourcing while improving the efficiency of data access.

Several solutions have been proposed to address this problem (Section 2.1). Several
of these solutions allow the data owner to efficiently query the data using equality se-
lections for single attributes. However, most prior solutions do not allow the data owner
to efficiently query the data using conjunction. This would be most problematic if the
same pair of attributes were queried frequently together in such a selection. In this pa-
per, we introduce an indexing technique that can be applied on top of previous solutions,
that facilitates answering such queries efficiently.



The remainder of the paper is structured as follows. First, we describe some recent
solutions that have been introduced to solve the data outsourcing problem (Section 2).
Next, we introduce our scheme that extends previous solutions by incorporating a small
amount of secure local storage and a method for calculating the required amount of
local storage (Section 3). We provide experimental results (Section 4) that support the
flexibility and robustness of the scheme. Finally, we present some related work (Section
5) and summarize our results (Section 6).

2 Background

The scenario we consider is the same one addressed by [1, 3–6], primarily that the data
to be outsourced is represented as a relational schema R(a1, a2, . . . , an) where R is a
set of tuples over the set of all attributes {a1, a2, . . . , an} where the domain of attribute
ai is denoted by Di. Formally, we let A be the set of all attributes and D be the set
of all domains in R. We use the privacy model of confidentiality constraints that was
originally introduced in [12], and subsequently has been used in [1, 3–7, 11]. Confiden-
tiality constraints are sets of attributes within R that cannot be revealed together. The
set of confidentiality constraints are written as C = {c0, c1, . . . , cm} where ci ⊆ R
for i ∈ (0,m]. Confidentiality constraints can be singletons, implying that privacy will
be compromised if that specific attribute is visible. In the case of non-singleton con-
straints privacy is compromised through the association of the attributes, not any single
attribute.

A sample relational dataset and corresponding confidentiality constraints are shown
in Fig. 1. For instance, c0, a singleton confidentiality constraint, indicates that to main-
tain data privacy the SSN must be obscured. Similarly, c3, indicates that privacy will be
violated if Zip, Dob, and CardNumber all appear in plaintext together. To satisfy this
constraint, the relationship needs to be obscured, not every attribute in the tuple.

CardNumber Name DoB Zip SSN Code
1234 5678 9012 3456 J. Johnson 03/01/85 98765 012-34-5678 135
2345 6789 0123 4567 B. Roberts 04/02/86 87654 123-45-6789 246
3456 7890 1234 5678 S. Smith 05/03/87 76543 234-56-7890 357
4567 8901 2345 6789 M. Michaels 06/04/88 65432 345-67-8901 468
5678 9012 3456 7890 A. Alexander 07/05/89 54321 456-78-9012 579

c0 = {SSN}, c1 = {Name, Zip, DoB}, c2 = {Name, CardNumber}
c3 = {Zip, DoB, CardNumber}, c4 = {CardNumber, Code }

Fig. 1. Credit Card Relational Dataset and corresponding Confidentiality Constraints

2.1 Previous Solutions

Several solutions have presented methods to outsource a portion of the database as
plaintext, which allows the client to query parts of the database efficiently. The first



method proposed for outsourcing data as plaintext was introduced in [1]. This method
divides the outsourced data into two fragments that are to be stored on separate, non-
communicating servers. These fragments are constructed in such a way as to satisfy
the maximum number of confidentiality constraints. Any remaining unsatisfied confi-
dentiality constraints are then satisfied either through encoding or encrypting specific
attributes. The second method proposed for outsourcing data as plaintext was intro-
duced in [4] and refined in [3]. This method is similar to the method in [1] except it
doesn’t require the strong assumption of non-communicating servers. This method di-
vides the data into fragments to be stored on one or more servers. Encryption is applied
at the attribute level to satisfy confidentiality constraints and prevent the linking of data
between fragments. Similarly, salt is applied to each encryption to prevent frequency
attacks. An example of correct fragmentation using this method can be seen in Fig.
2. The final method proposed for outsourcing data as plaintext was introduced in [6,
5]. This method, similar to the method in [1] divides the data into two fragments. The
first fragment, which is maintained by the data owner, contains all sensitive attributes,
or attributes in a relationship that could be used as a quasi-identifier. The second frag-
ment contains the remaining attributes and is outsourced. A summary of methods for
outsourcing data with plaintext can be found in [7, 11].

salt enc Name Zip Code
s1 α J.Johnson 98765 135
s2 β B. Roberts 87654 246
s3 γ S. Smith 76543 357
s4 δ M. Michaels 65432 468
s5 ε A. Alexander 54321 579

salt enc CardNumber DoB
s6 ζ 1234 5678 9012 3456 03/01/85
s7 η 2345 6789 0123 4567 04/02/86
s8 θ 3456 7890 1234 5678 05/03/87
s9 ι 4567 8901 2345 6789 06/04/88
s10 κ 5678 9012 3456 7890 07/05/89

Fig. 2. Correct fragmentation of dataset in Fig 1

2.2 Problem Definition

The solution in [6, 5] describes a scheme that relies on that the data owner to maintain a
significant portion of the data. The amount of storage needed to store a single fragment
only differs from storing the entire database by a constant factor. Similarly, [1] requires
the assumption that the servers hosting the data lack the ability to communicate with
one another. This is a strong assumption that is impossible to mandate in a real-world
implementation.

A drawback of the solutions described in [3, 4], occurs when there exists a set of
attributes where each attribute isn’t highly selective by itself, but the conjunction of
the attributes is highly selective. More formally, suppose attributes R.A and R.B are
in different fragments and many queries of the from σA=p1∧B=p2(R) are issued. To
answer using the method in [4, 3] one needs to obtain σA=p1(R) or σB=p2(R). The
main contribution of this paper is an index-strategy that allows the system to answer the
query σA=p1∧B=p2(R) efficiently. This technique could be used for multiple pairs of



attributes. Having such an index adds a cost to the system, but the benefits and disad-
vantages can be considered by the data owner, much like a DBA considers the pros and
cons of adding an index to a traditional DBMS to improve performance.

3 Proposed Scheme

Our scheme is presented in the context of maintaining privacy in a relational dataset
where there are two attributes; scenarios involving more than two attributes are not
formally addressed and are left as potential extensions to the scheme. For our scheme
we also assume that the data owner has access to a unspecified amount of secure local
storage(T). Our scheme is most effective when used in conjunction with the scheme
in [4, 3]. That is these schemes will be used to handle most queries, and our index
technique will only be used to handle conjunctive selection queries over R. Before
describing our scheme we introduce the Attribute Matrix as a method for representing
the relationships between two attributes in a dataset.

Definition 1. (Attribute Matrix)
An attribute matrix M for two attributes A1 and A2, is an mxn matrix, where

m = |D1|, n = |D2| and D1 is the domain of A1 and D2 is the domain of A2. Each
entry in Mij corresponds to the number of records in the data set where a1 = vi and
a2 = vj (vi ∈ D1 and vj ∈ D2). Every attribute matrix has a set of row and column
totals V and W s.t. Vi =

∑
Mi∗ and Wj =

∑
M∗j .

Given an attribute matrix M for two attributes a1 and a2 that are stored on dif-
ferent fragments. We would like the server to be able to answer queries of the form
σa1=c1∧a2=c2(R) for constants c1 ∈ D1 and c2 ∈ D2. In this example, suppose that the
confidentiality constraints state that information about the relationship between a1 and
a2 must be hidden. Ideally, a solution would return only Mc1c2 records, but this may
reveal information about the relationship between a1 and a2. As an example, suppose
that the first attribute has a domain {A,B}, and the second attribute also has a domain
{ε, δ}, and that the server knows that there are 9 A’s, 6B’s, 11 δ’s, and 4 ε’s (which it
knows since it has a1 in plaintext form in one table and a2 in plaintext from in the other
table). Suppose that the adversary discovered that the conjunction of Aδ = 7 then the
adversary also discovers the remaining cells in the attribute matrix (that is there must be
2Aε, 4Bδ, and 1Bε. Hence, in order for a solution to be secure against such leakage, it
must not reveal anything that is not deducible from the V andW values. It is acceptable
to reveal such information, because the adversary has the V and W values.

The main idea of our approach is to designate a query response size b, where if
Mij < b then additional records will be added to pad to b. Similarly, for everyMij > b,
then b records will be outsourced and Mij − b records will be stored locally by the
data owner. To answer a query σA=p1∧B=p2(R), the querier simply obtains the b cells
corresponding to this entry and retrieves any values in its local storage. In the situation
the data owner can select a larger b to reduce the number of records to be stored locally
or select a smaller b and store more records locally. Therefore, our scheme creates an
inverse relationship between query performance and required storage, thus making it a
potential solution for all datasets regardless of the amount of available local storage.



3.1 Calculating Storage

The amount of local storage (T ) required depends on the number of records in the
dataset, the attribute distribution within these records, and the query response size (b).
We assume that the server hosting the data doesn’t know the attribute matrixM , but that
it does know the row totals V , the column totals W , the query size requirement b, and
the amount of secure local storage being used T . The goal is to determine if it is possible
to outsource the data using these parameters. With this capability, the outsourcer could
choose either b or T and then calculate the minimum T or b values.

A naive approach is to calculate the required storage directly by using the attribute
matrix. For elements in the attribute matrix that exceed the b, store the excess locally.
That is, T =

∑m
i=1

∑n
j=1max{Mij − b, 0}. If the storage is calculated this way, then

the hosting server will be able to use V , W , b, and the amount of local storage, T , to
infer a large portion, if not all, of the original attribute matrix. For example, if we return
to the example in the previous section and the server sees that b = 5 and T = 2, then
the server is able to infer that the number of values with Aδ is 7 (as this is the only such
combination that requires T = 2 when b = 5.

Therefore, in order to guarantee that additional information isn’t leaked to the
server, we need to calculate our storage needs based on information already known to
the server, primarily V , W , and b. By restricting our technique to information already
known to the server we don’t reveal any additional information to the server. Thus the
goal is to determine if every attribute matrix M that satisfies V and W can be stored us-
ing T local storage and b query time. The following problem can be used to determine
if such a (b, T ) pair is sufficient for V and W .

Problem 1. (Optimal Storage) Given an attribute matrix row total V , attribute matrix
column total W , the query response size b, and a target amount of local storage T , does
there exist an attribute matrix M , such that

∑m
i=1

∑n
j=1max{Mij − b, 0} ≤ T .

Theorem 1. The Optimal Storage Problem is NP-Hard

Proof. (Sketch) The proof is a reduction from Subset Sum. Recall that Subset sum is:
Given natural numbers s1, . . . sn, and a target number t, is there S′ ⊆ S whose sum is
precisely t?

The reduction can be constructed in the following way. First, we assume the exis-
tence of a black box function H(·, ·, ·, ·) that can solve the Optimal Storage problem in
a polynomial amount of time. If we construct the input as follows, V = S, set |W | = 2
where w1 = t and w2 =

∑
s∈S(s− t), let b = 1 and finally set T =

∑
s∈S

(s)− (b ·m).

If H returns 1, then this implies there is a solution to subset sum, otherwise there is not.
Therefore, Optimal Storage must be NP-HARD. �

3.2 Approximating Storage

Since determining the necessary storage, based upon V andW is NP-Hard, we propose
an approximation(APRX) that determines the storage requirement for a dataset. The
approximation is based upon a few basic observations. The first observations is, ∀i



where Vi ≤ b no local storage will be required for this row of the attribute matrix. The
rationale behind this is that if a single row total is less than or equal to b, then it is
impossible for any entry in the row to be greater than b. Therefore, when approximating
the storage, we discard all rows whose total is not greater than b. Thus, without loss of
generality, we assume that each Vi and Wj are larger than b.

The second observation is when Vi > b, then the most that an individual row can
contribute to the local storage is Vi − b, because the worst case would be that all
values are placed in a single cell. It is straightforward to see this observations holds
true when considering columns as well as rows. Using these two observations we then
formulate our approximation algorithm as follows: APRX(V,W, b) = (

∑m
i=0 Vi) −

max{m,n}b.
We offer an additional method of approximating the required local storage. This

method is similar to the first, but requires that we reveal a value u to the local server,
with the claim that there does not exist a value in the attribute matrix that exceeds u. This
reveals some additional information to the adversary, but this leakage may be acceptable
in some circumstances. Since the adversary knows that there does not exist an entry in
the matrix that exceeds u, he can discover a minimum of how many non-zero entries
exist in a particular row or column of the attribute matrix. This information is the crux of
our new approximation algorithm.APRX ′(V,W, b, u) =

∑m
i=0 Vi−max{1, bVi/uc}b

By divulging more information to the adversary we can help minimize the amount
of wasted storage space. It is apparent that u ∈ [max{Aij},max{V ∪W}]. If we let
u < max{Aij} then the amount of storage will be insufficient because there exists an
entry in the attribute matrix that exceeds u. Thus, by using APRX ′ the data owner can
achieve an adequate balance between privacy and required storage.

Theorem 2. The storage required for APRX ≥ OPT , where OPT is the maximum
storage required for any attribute matrix that can produce the row and column totals
V,W .

Proof. (Sketch)
First, we are given the row and column totals V,W for an attribute matrix and a

query response size b. It is known that all row and column totals must be greater than
b otherwise that row or column will not contribute to the required storage. It is also
obvious that each row and column must have at least one non-zero entry in it. Therefore,
it can be inferred that at least b elements from each row or column can be outsourced,
thus leaving the remaining data to be stored locally. Since this requirement holds for
both rows and columns, we can determine the minimum amount to be outsourced based
upon whether there are more rows or columns. Thus, the data to be stored must be
less than the the entire dataset minus b times the maximum of m and n. The proof that
APRX ′ ≥ OPT follows a similar construction. �

4 Experiments & Results

The approximation algorithms presented in Section 3.2 have been implemented to ob-
tain experimental data to assess the quality of the algorithms in terms of the accuracy
of the calculated storage and query response size. For both APRX and APRX ′ we



generated 100,000 random attribute matrices. For every possible b value we calculated
the percentage of the dataset that would have to be stored locally based on our approxi-
mation as well as the average query response size as a percentage of the average query
response size for the same matrix using the methods in [4, 3]. Figure 4 shows the matrix
that produced the best and worst results for each approximation.

(APRX) (APRX ′)

Fig. 3. Experimental Storage and Query Response Size

5 Related Work

The data outsourcing paradigm has been the focus of a significant amount of research.
The work in [2, 8, 9, 13] propose encrypting the data entirely and propose novel methods
for efficient query evaluation. The encrypted data usually is accompanied by an index
of the data to aid in query evaluation. Similar to all these methods is the solution in [14],
where the authors propose a method for allowing people to query statistical information
from the data, while protecting the data itself. Work done by the authors in [10] claim
that it is infeasible to traditionally query encrypted data efficiently while maintaining
security. The authors propose a system that meets a revised definition of security and
an efficient query processing method.

6 Conclusions

This paper presented an approach to improve query performance when outsourcing
data in the data as plaintext model. Specifically we were interested in improving the
performance of queries where the attributes in the query are not highly selective in-
dependently, but the conjunction of the attributes is highly selective. The solution pre-
sented achieves the desired query performance by leveraging the data owner’s secure
local storage. The amount of storage required is independent of the dataset and is de-
termined by the data owner based upon desired query performance and availability of
storage. In this paper we offer two approximation algorithms for calculating the re-
quired storage for a given dataset. We also provide experimental results showing that
the approximations we offer are a relatively good estimate for the actual amount of
storage.
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