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Abstract—Energy harvesting is a key technology to enable
long-term wireless sensor network applications. In the case of
multi-hop networks, each node both performs measurements to
produce data to be sent to a sink, and relays data packets from
other nodes. In this letter, we propose a distributed algorithm for
computation of fair packet rates for multi-hop energy harvesting
wireless sensor networks. The packet rate computation problem is
formulated as a convex optimization problem, and using the fast
alternating direction method of multipliers, the original problem
is decomposed into smaller subproblems that can be solved in
parallel. Simulations using real indoor light energy traces show
that the algorithm computes high accuracy solutions, even with
a low median number of iterations (10 or less). By setting the
stop criteria parameter, a compromise can be set between the
accuracy of the solution and the number of iterations required.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) are made of several
autonomous sensor nodes that monitor an environment and
gather the data to a main location. A promising technology
to extend the lifetime of WSNs is to allow each node to
harvest energy directly from its environment. As the energy
sources are typically dynamic and uncontrolled, on-line energy
management is required to avoid power failures while max-
imizing quality of service. Several Energy Managers (EMs)
were proposed in the recent years [1]. However, most of them
were designed for point-to-point communication, and cannot
be easily extended to multi-hop networks.

In multi-hop networks, in addition to performing measure-
ments and sending the so-obtained data to the sink, each node
is also a relay that forwards packets from other nodes. There-
fore, the energy consumed by each node is shared between
packet generation, which consists of sensing to produce new
data and send the so-obtained data, and packet relaying, which
consists of forwarding packets generated by other nodes. An
important consideration in multi-hop WSNs is the fairness of
the Packet Generation Rates (PGRs) of the nodes given the
amount of energy harvested by each node. Several approaches
have been proposed to achieve efficient energy management
in multi-hop Energy Harvesting WSNs (EH-WSNs). Diaman-
toulakis et al. studied in [2] proportional fairness maximization
in the context of energy harvesting from Radio Frequency
(RF) signals, which also transfer information. However, the
challenges addressed in RF harvesting are different from the
ones addressed when nodes are powered by uncontrollable
natural sources. In [3], Yang et al. proposed a cross-layer
energy management scheme for EH-WSNs, but the proposed
solution targets only solar powered WSNs.

The main contribution of this letter is the design of a
distributed algorithm for setting the PGRs of sensor nodes
forming a multi-hop energy EH-WSN. Routing is not con-
sidered, and is assumed to be either imposed by the network
topology, or established by a routing algorithm. The nodes
are supposed to be organized in a routing tree, where each
node has a one-hop successor to which it forwards packets.
No assumption is made on the energy source type. The prob-
lem of network-scale energy management over a finite time
window was formulated as a convex optimization problem,
with logarithmic utility function both to maximize the PGR
and to achieve proportional fairness. The problem was then
reformulated such that, using a fast version of the Alternating
Direction Method of Multipliers (ADMM) [4], the problem can
be decomposed into smaller subproblems that can be solved
in parallel. ADMM method was chosen as it is well-suited
to distributed convex optimization [5]. To the best of our
knowledge, the closest work to ours is [6], in which the authors
studied the effect of deterministic delays and quantization
errors on the convergence of decentralized optimization in EH-
WSNs. However, the authors did not address the problem of
energy management. The proposed approach was validated
by simulations of a network of 15 nodes powered by real
measurements of indoor light.

II. DISTRIBUTED AND FAIR OPTIMIZATION

Time is divided into equal length time slots of duration T ,
and the EM is executed at the end of every time slot. An
energy predictor (e.g. [7]) provides predictions of the harvested
energy over a window of K time slots and the number of
nodes forming the network is denoted by N . We define K –

t1, . . . ,Ku and N :“ t1, . . . , Nu for convenience. The current
time slot is denoted by t, and the predicted harvested energy
for the time slot t` k is denoted by hrn, ks, n P N , k P K.
Each node embeds an energy buffer of finite capacity denoted
by Brns. The energy failure threshold, i.e. the minimum energy
level required by the node n to operate, is denoted by brns. At
each execution of the EM, each node n measures the residual
energy denoted by erns. The predicted available energy at slot
t` k for the node n is defined by:

arn, ks :“ erns `
k
ÿ

i“1

hrn, is, n P N , k P K. (1)

The energy cost for the node n of a packet generation is
denoted by CLrns, while the energy cost of relaying a packet
is denoted by CRrns. For each node n, the sets Apnq and
Spnq are respectively defined as the set of all nodes for
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which n is a relay, and the set of all nodes that serve as
a relay for n. Formally, Apnq “ tm P N | Dm nu and
Spnq “ tm P N | Dn mu, where m n designates a path
from m to n in the routing tree.

Let fpn, k,x,wq be the prediction of the residual energy:

fpn, k,x,wq :“ arn, ks ´ CLrns
k
ÿ

i“1

xrn, is

´ CRrns
k
ÿ

i“1

ÿ

mPApnq

xrm, is ´
k
ÿ

i“1

wrn, is, (2)

where x is the PGR vector and w is the energy waste vector.
xrn, ks corresponds to the PGR of the node n at the time slot
t` k, while wrn, ks corresponds to the energy wasted by the
node n at the time slot t ` k, i.e. the harvested energy that
was not consumed by the node, and could not be stored as
the energy buffer was full. The energy management problem
is formulated as follows:

minimize
x,w

f0pxq – ´

N
ÿ

n“1

K
ÿ

k“1

log xrn, ks

subject to: wrn, ks ě 0, n P N , k P K
fpn, k,x,wq ď Brns, n P N , k P K
fpn, k,x,wq ě brns, n P N , k P K

(P1)

where the first constraint requires positive wasted energy, the
second constraint represents the energy buffer capacity and the
last constraint requires no power failure. (P1) is convex, and the
logarithmic utility function f0 leads to proportional fairness [8]
with regard to nodes and time, i.e. if x is an optimal solution
of (P1), then for any feasible solution x1 of (P1) we have:

N
ÿ

n“1

K
ÿ

k“1

x1rn, ks ´ xrn, ks

xrn, ks
ď 0, (3)

which states that any change in the solution must have a
negative average change.

To decompose (P1), each node n keeps a local copy of
the PGR of its predecessors, denoted by cn, and (P1) is
reformulated as follows:

minimize
x,w,tcnu

f0pxq

subject to: px,w, tcnuq P C
cnrm, ks “ xrm, ks, n P N , k P K, m P Apnq

(P2)

where tcnu denotes the set of vectors tc1, . . . , cNu, cnrm, ks
is the local copy of the PGR of the node m at the time slot
t`k stored by the node n for any m P Apnq, g is defined by:

gpn, k,x,w, cnq :“ arn, ks ´ CLrns
k
ÿ

i“1

xrn, is

´ CRrns
k
ÿ

i“1

ÿ

mPApnq

cnrm, is ´
k
ÿ

i“1

wrn, is. (4)

and C is the convex set of feasible solutions of defined by:

C :“

"

px,w, tcnuq | n P N , k P K, wrn, ks ě 0,

gpn, k,x,w, cnq ď Brns, gpn, k,x,w, cnq ě brns

*

. (5)

The indicator function of C denoted by IC is defined by:

ICpx,w, tcnuq –

"

0, if px,w, tcnuq P C
8, otherwise

(6)

In order to make (P2) suitable for the ADMM, the variable x
is replicated by a variable r, and (P2) is equivalent to:

minimize
x,w,r,tcnu

f0pxq ` ICpr,w, tcnuq

subject to: xrm, ks “ cnrm, ks, n P N , k P K, m P Apnq

xrn, ks “ rrn, ks, n P N , k P K

(P3)

The augmented Lagrangian of (P3) in the scaled form is:

Lρpx, r,w, tcnu, tunu,vq “ f0pxq ` ICpr,w, tcnuq

`
ρ

2

N
ÿ

n“1

´

‖xrns ´ rrns ` vrns‖22

`
ÿ

mPApnq

‖xrms ´ cnrms ` unrms‖22
¯

, (7)

where ρ ą 0 is the penalty parameter, and v, u1, . . . ,uN are
the scaled dual variables. For a vector y, the notation yrns
denotes the sub-vector pyrn, 1s, . . . , yrn,Ksqᵀ.

The proposed iterative algorithm, shown in Algorithm 1, is
based on the fast ADMM [4] and is executed at the end of
each time slot by each node. The first step of an iteration is
to solve:

xi “ argmin
x

Lρpx, r̂
i, ŵi, tĉinu, tû

i
nu, v̂

iq, (8)

where yi denotes the value of the vector y at the ith iteration,
and ŷ is a variable associated to y required by the acceleration
step of the fast ADMM. If it is assumed that the vector
pr̂, ŵ, tĉnuq P C, then (8) can be written as follows:

xi “ argmin
x

#

f0pxq `
ρ

2

N
ÿ

n“1

´∥∥xrns ´ r̂irns ` v̂irns
∥∥2
2

`
ÿ

mPSpnq

∥∥xrns ´ ĉimrns ` ûi
mrns

∥∥2
2

¯

+

, (9)

by noticing that:

N
ÿ

n“1

ÿ

mPApnq

‖xrms ´ ĉnrms ` ûnrms‖22

“

N
ÿ

n“1

ÿ

mPSpnq

‖xrns ´ ĉmrns ` ûmrns‖22 . (10)
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To solve this problem, each node computes:

xirns “ argmin
xrns

#

K
ÿ

k“1

log xrn, ks

`
ρ

2

ÿ

mPSpnq

∥∥xrns ´ ĉimrns ` ûi
mrns

∥∥2
2

`
ρ

2

∥∥xrns ´ r̂irns ` v̂irns
∥∥2
2

+

. (11)

To solve (11) (line 6 of Algorithm 1), each node n needs the
values of cm and um of all its successors m (lines 4–5), and
therefore each node that is not a leaf of the routing tree sends
its values of cn and un to its predecessors (lines 2–3). This is
done before solving the local problem, to avoid stopping the
predecessors from starting solving (11).

The second step of an iteration is to solve:
»

–

ri

wi

tcinu

fi

fl “ argmin
r,w,tcnu

Lρpx
i, r,w, tcnu, tû

i
nu, v̂

iq, (12)

which can be done if each node computes:

minimize
rrns,wrns,cn

#∥∥xirns ´ rrns ` v̂irns
∥∥2
2

`
ÿ

mPApnq

∥∥xirms ´ cnrms ` ûi
nrms

∥∥2
2

+

subject to: wrn, ks ě 0, k P K
gpn, k, rrns,wrns, cnq ď Brns, k P K
gpn, k, rrns,wrns, cnq ě brns, k P K

(13)

The constraints of (13) guarantee that the global so-
lution of this problem pri,wi, tcinuq P C, and therefore
ICpri,wi, tcinuq “ 0. Solving (13) (line 11) requires each
node n to have the newly computed PGR values xrms of
its predecessors (lines 9–10), and therefore each node sends
its value of xrns (lines 7–8) before starting solving (13). The
third step of an iteration is to update the scaled dual variables
(lines 12–13).

The residual denoted by Ci measures how far the current
iteration is from the optimal solution, and is defined by Ci “
řN
n“1 C

i
n, where Cin is the local residual of the node n defined

by:

Cin “
1

ρ

˜ ∥∥ui
n ´ ûi

n

∥∥2
2
`
∥∥virns ´ v̂irns

∥∥2
2

¸

`ρ

˜ ∥∥rirns ´ r̂irns
∥∥2
2
`
∥∥wirns ´ ŵirns

∥∥2
2
`
∥∥cin ´ ĉin

∥∥2
2

¸

.

(14)

It is proved that limiÑ8 C
i “ 0 [4]. At each iteration, each

node computes its local residual (line 14) and sends it to the
root (line 15). The acceleration steps of fast ADMM are then
performed (lines 16–18). The root computes the global residual
by gathering all the local residuals (line 20), and performs the

Algorithm 1 Executed by the node n at the end of each slot.

Init: α1 “ 1, r̂1 “ r0, ŵ1 “ w0, ĉ1n “ c0n, û1
n “ u0

n, v̂1 “ v0

1: for i “ 1, . . . do
2: if Apnq ‰ H then
3: Send ĉin and ûi

n to all predecessors

4: if Spnq ‰ H then
5: Wait for all ĉim and ûi

m, m P Spnq

6: Compute xirns by solving (11)
7: if Spnq ‰ H then
8: Send xirns computed at previous step to all successors

9: if Apnq ‰ H then
10: Wait for all xirms, m P Apnq

11: Compute rirns, wirns and cin by solving (13)
12: ui

nrms Ð ûi
nrms ` xirms ´ cinrms, m P Apnq

13: virns Ð v̂irns ` xirns ´ rirns

14: Compute the local residual Cin according to (14)
15: Send the local residual Cin to the root

16: αi`1 Ð
1`
?

1`pαiq2

2

17: for y P trrns,wrns, cn,un,vrnsu do
18: ŷi`1 Ð yi ` αi´1

αi`1 py
i ´ yi´1q

19: if Is root then
20: Ci “

řN
n“1 C

i
n

21: if Ci ă ε then
22: Broadcast stop instruction
23: break
24: else if Ci ě ηCi´1 then
25: Ci “ Ci´1

ρ

26: Broadcast restart instruction for slot i
27: RESTART(i)

28: Set PGR to xrn, 0s
29: Ź Executed if a restart instruction is received:
30: function RESTART(i)
31: αi`1 Ð 1

32: for y P trrns,wrns, cn,un,vrnsu do
33: ŷi`1 Ð yi´1

34: Start iteration i` 1

stop criteria Ci ă ε, where ε ą 0 (line 21–23). Once the
stop criteria is passed, each node n sets its PGR to the value
of xrn, 0s just calculated (line 28). Because (P3) is weakly
convex, a "restart" rule is used to enforce stability (lines 24–
27). If the most recent ADMM step has not decreased the
residual by a factor of at least η P p0, 1q, then the most recent
iteration is thrown up, and the algorithm is "restarted". The
function RESTART is used to perform the "restart" operation. It
is called synchronously by the root (line 27), or at the reception
of a restart instruction by the other nodes.

III. PERFORMANCE EVALUATION

A network made of 15 PowWow [9] nodes organized in
a binary tree was simulated, the root node having as a one-
hop successor the sink. To simulate the harvested energy,
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indoor light energy traces from [10] were used. These traces
correspond to real measurements, and each node was powered
with a different trace. All the nodes were equipped with a 0.9F
capacitance, with a maximum voltage of 5.2V and a minimum
voltage of 2.8 V, and therefore Brns “ 12.168 J, n P N and
brns “ 3.528 J, n P N . Moreover, the energy costs CR and
CL were measured to be 25mJ and 15mJ respectively [9], and
these values were used for all the nodes.

The EM was executed every T “ 2 hours, and the prediction
window was K “ 12, corresponding to 24 hours. The predictor
from [7] was used, and the simulated time was 10 days. η was
set to the value of 0.999 [4], while ρ was set to the value of 1
as it was found out experimentally to lead to high convergence
speed. Two performance metrics were considered: the average
PGR, and fairness which was measured using Jain’s fairness
index defined as follows:

Jpx, tq “

´

řN
n“1 xrn, ts

¯2

N
řN
n“1 xrn, ts

2
. (15)

The Jain’s fairness index ranges from 1
N to 1, this latter value

corresponding to all the nodes having the same PGR. The
proposed algorithm was evaluated for values of ε in the range
r0.1, 3.0s. Moreover, (P1) was also solved by a regular solver
and the so-obtained optimal solution serves as a reference for
comparison. For all the simulation runs, no power failure was
observed. Fig. 1 presents the cumulative Relative Error (RE)
between the utility value obtained by the proposed algorithm
and the optimal utility for each time step. As expected, the
lower is ε, the lower is the RE. It can be seen in Fig. 2, that
the optimal Jain’s fairness is not 1. Indeed, nodes that harvest
more energy will have a higher PGR as long as it is fair to the
other nodes giving the amount of energy that they harvest. The
achieved Jain’s fairness is however close to 1, which indicates
that the nodes have similar PGRs. In less accurate solutions
obtained when choosing high values of ε, the average PGR
is up to 5% lower than the optimal average PGR, while the
Jain’s fairness is not strongly impacted, as it stays within a
0.5% range of the optimal Jain’s fairness, as shown in Fig. 2.
It can be seen that reducing ε leads to more accurate solution,
as the average average PGR gets closer to the optimal average
PGR.

Increasing ε leads to less accurate solutions, but significantly
decreases the overhead of the EM. Indeed, on some systems,
the overhead incurred by the EM is not negligible. As shown in

Fig. 3, increasing ε significantly reduces the average number of
iterations required by the proposed algorithm. When values of
ε higher than 1.5 are chosen, the median number of iterations
required by the algorithm is 10 or less.

IV. CONCLUSION

In this letter, we proposed a distributed algorithm for com-
putation of fair packet rates for multi-hop energy harvesting
WSNs. Simulation results using real indoor light energy traces
showed that the proposed scheme achieves high fairness. By
adjusting the stop criteria parameters, it is possible to set a
compromise between the accuracy of the calculated solution,
and the computational overhead incurred by the algorithm.
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