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ABSTRACT

We consider the problem of robust automatic speech recognition (ASR) in noisy conditions. The performance improvement brought by speech enhancement is often limited by residual distortions of the enhanced features, which can be seen as a form of statistical uncertainty. Uncertainty estimation and propagation methods have recently been proposed to improve the ASR performance with deep neural network (DNN) acoustic models. However, the performance is still limited due to the use of uncertainty only during decoding. In this paper, we propose a consistent approach to account for uncertainty in the enhanced features during both training and decoding. We estimate the variance of the distortions using a DNN uncertainty estimator that operates directly in the feature maximum likelihood linear regression (fMLLR) domain and we then sample the uncertain features using the unscented transform (UT). We report the resulting ASR performance on the CHiME-2 and CHiME-3 datasets for different uncertainty estimation/propagation techniques. The proposed DNN uncertainty training method brings 4\% and 8\% relative improvement on these two datasets, respectively, compared to a competitive fMLLR-domain DNN acoustic modeling baseline.

Index Terms— DNN, Robust ASR, Unscented transform, Uncertainty training, Uncertainty decoding.

1. INTRODUCTION

Robust automatic speech recognition (ASR) in noisy environments is still a challenging goal. Traditional front-end robust ASR approaches estimate enhanced features from the noisy speech signal, which are then passed to back-end approaches for decoding \cite{1}. In general, the back-end approaches are able to compensate for distortions in the speech features by adapting the model parameters over the duration of one or more utterances. This can be done for instance by training the acoustic model on enhanced training data. However, the ASR performance at a given time still depends on the distortion at that specific time.

In order to address this issue, the idea of uncertainty decoding has emerged. During acoustic model scoring, the uncertainty decoding framework estimates the uncertainty (or variance) of speech distortion in the input features \cite{2,4} in each time frame and modifies the acoustic scores accordingly. The uncertainty can be computed directly in the ASR feature domain \cite{1,5,10} or propagated from the spectral domain to the feature domain \cite{1,11}, under the assumption that it can be represented by Gaussian distribution. For Gaussian mixture model (GMM) based acoustic models, the expectation of the acoustic scores over this distribution can then be computed in closed form by adding the variance of the uncertainty to that of every Gaussian component \cite{2,4}. The computation of this expectation for Deep Neural Network (DNN) acoustic models is less trivial due to the nonlinear activations. It can be approximated by numerical sampling techniques \cite{18,22}. Among them, Monte Carlo (MC) sampling and the unscented transform (UT) have shown good performance on several datasets when applied to logmel features \cite{10,20,22}, but the benefit of DNN uncertainty decoding remains to be proved for more advanced features, such as feature-domain maximum likelihood linear regression (fMLLR). Once computed, the acoustic scores are incorporated in the decoding algorithm.

While the theory of uncertainty decoding assumes that the acoustic model is trained on clean data and the estimated uncertainty matches the true variance of speech distortion, the estimated uncertainty often fails to capture some of the true variance of speech distortion in practice. Indeed, there remains a gap with the performance that could be obtained using the oracle (ground truth) uncertainty \cite{10}. For this reason, applying uncertainty decoding to an acoustic model trained on clean data can underestimate the uncertainty and yield little performance improvement. Most authors reported improved performance by training the acoustic model on enhanced or noisy data instead \cite{10,20,21}. This heuristic choice of training data overestimates the uncertainty: the variance of speech distortion is modeled by both the acoustic model and the uncertainty estimator and these two variances add up when performing uncertainty decoding. There is hence a need for an acoustic model training algorithm that accounts for the residual uncertainty in the training data that is not captured by the uncertainty estimator, such that the resulting uncertainty decoding is unbiased.

The authors in \cite{23} proposed such an uncertainty training
algorithm for GMM acoustic models by using the GMM uncertainty decoding criterion for both training and test. They showed improved performance compared to classical training on either clean or enhanced data for a speaker identification task. The use of uncertainty for DNN acoustic model training was later explored in [24], however the authors used inconsistent uncertainty handling schemes, namely MC for training and recognizer output voting error reduction (ROVER) for test. Also, they assumed a heuristic uncertainty distribution based on linear interpolation between the noisy and enhanced feature vectors and they evaluated their approach with logmel features on simulated data only.

In this paper, we propose a principled approach to account for uncertainty in the enhanced features by sampling the input features using UT during both training and test. This can be thought of as a form of uncertainty-motivated training data augmentation. By contrast with [24], we handle uncertainty in a consistent way for training and test. Also, we attempt to estimate the actual uncertainty using an fMLLR-domain deep neural network uncertainty (DNNU) estimator and we evaluate the results on both simulated (CHiME-2) [25] and real (CHiME-3) [26] data. To the best of our knowledge, this is the first time the benefit of DNN uncertainty training and decoding is demonstrated on top of an fMLLR-domain baseline.

The structure of the paper is as follows. Section 2.3 summarizes conventional uncertainty decoding. Section 5 introduces the proposed uncertainty training algorithm. The experimental setup is described in Section 4. Section 6 details the experimental results followed by conclusions in Section 7.

2. BACKGROUND

In the case of noisy uncertain data, rather than assuming clean features \( \hat{y} \), the posterior distribution \( p(\hat{y}|y, \hat{\sigma}_y^2) \) of the clean features given the enhanced features \( \hat{y} \) can be estimated [10, 20] and exploited for decoding. This distribution is assumed to be Gaussian with mean \( \hat{y} \) and diagonal covariance (uncertainty) \( \hat{\sigma}_y^2 \). The noisy features are denoted by \( z \).

The flow diagram of DNN uncertainty decoding is shown in Fig. 1. The feature-domain uncertainty is first estimated. Then, it is propagated through the DNN acoustic model with parameters \( \theta \) to compute acoustic scores. Finally, the scores are incorporated in the decoding algorithm to obtain the word sequence.

![Flow diagram of DNN uncertainty decoding.](image)

Fig. 1: Flow diagram of DNN uncertainty decoding.

2.1. Uncertainty Estimation

The first step is to estimate the uncertainty \( \hat{\sigma}_y^2 = \mathbb{E}(|y - \hat{y}|^2) \). Delcroix [7] proposed a feature-domain estimator that is equal to the (entrywise) squared difference between noisy and enhanced \( |z - \hat{y}|^2 \), which we refer to as Delcroix’s uncertainty (DU) estimator hereafter. DU and other early estimators, e.g., [7, 8, 11, 12, 15], rely on heuristics or approximations which often result in inaccurate estimates [17]. In [10], we tackled this issue by introducing a neural network uncertainty (NNU) estimator trained to predict the oracle uncertainty in the logmel domain given the noisy logmel features \( z \) and the difference between noisy and enhanced features \( z - \hat{y} \) as inputs. This estimator was inspired by [17, 27], but it has greater learning capacity due to its multilayer architecture and the use of continuous input features.

2.2. DNN Uncertainty Decoding Rule

Given a clean feature vector \( y \), a DNN acoustic model is used to estimate the posterior probability of all hidden Markov model (HMM) states

\[
P_\theta(s_i|y) \tag{1}
\]

where \( s_i \) denotes the \( i \)-th state and \( \theta \) the set of DNN parameters. In the case of noisy uncertain data, instead of computing the posterior over clean features, the expectation of this quantity over the clean feature distribution must be computed instead [20]:

\[
P_\theta(s_i|\hat{y}, \hat{\sigma}_y^2) = \mathbb{E}[P_\theta(s_i|y)]|\hat{y}, \hat{\sigma}_y^2| \tag{2}
\]

Pseudo log-likelihoods are then derived as \( \log P_\theta(s_i|\hat{y}, \hat{\sigma}_y^2) = \log P_\theta(s_i|\hat{y}, \hat{\sigma}_y^2) \) and used for decoding.

2.3. Uncertainty Propagation

In practice, the expectation [2] can be approximated by numerical sampling using either MC or UT [20].

2.3.1. Monte Carlo Sampling

In MC sampling, samples \( \hat{y}^n \) are drawn randomly from the feature uncertainty distribution \( p(\hat{y}|y, \hat{\sigma}_y^2) \). Each sample is propagated through the entire DNN. Finally, the DNN outputs are averaged across all samples to approximate the posterior expectation.

2.3.2. Unscented Transform

The UT approach is similar to MC sampling. However, the samples are drawn according to a deterministic procedure and each sample is associated with a weight \( w^m \). The samples are passed through the DNN as in MC. The weighted average of the outputs approximates the posterior expectation.

DU is also sometimes called Kolossa’s uncertainty (KU) estimator in the particular case when the features are spectral (e.g., logmel) features.
3. DNN UNCERTAINTY TRAINING

The flow diagram for the proposed DNN uncertainty training procedure is shown in Fig. 2. Once the uncertainty over the training data has been estimated, the input features are sampled using the UT sampling approach. These samples and the associated weights are then used in training the DNN. The procedure is detailed below.

Given a sequence of clean features \( \mathbf{y}_t, t \in \{1, \ldots, T\} \) and the corresponding reference word sequence \( \mathbf{W} \). DNN training is classically achieved by solving the following optimization problem:

\[
\hat{\theta} = \arg \min_{\theta} \sum_{t=1}^{T} G_\theta(\mathbf{y}_t, \mathbf{W})
\]  

where \( \theta \) denotes the DNN parameters and \( G_\theta \) a suitable cost function, such as the cross-entropy or any other frame-level discriminative cost. The total number of frames in the training set is denoted by \( T \).

In the case of noisy uncertain data, we follow the same principle as in Section 2.2 and replace the cost function by its expectation over the feature uncertainty distribution:

\[
\hat{\theta} = \arg \min_{\theta} \sum_{t=1}^{T} \mathbb{E}\left[ G_\theta(\mathbf{y}_t, \mathbf{W}) \bigg| \tilde{\mathbf{y}}_t, \sigma^2_{\tilde{y}_t} \right]
\]  

with \( \sigma^2_{\tilde{y}_t} \) the uncertainty at time \( t \). Similarly to Section 2.3, we use numerical sampling to compute it. Denoting by \( \mathbf{y}_t^* \), \( n \in \{1, \ldots, N\} \), the samples drawn from \( p(\mathbf{y}_t^*|\tilde{\mathbf{y}}_t, \sigma^2_{\tilde{y}_t}) \) and by \( w^* \) the associated weights, the problem becomes:

\[
\hat{\theta} \approx \arg \min_{\theta} \sum_{t=1}^{T} \sum_{n=1}^{N} w^* G_\theta(\tilde{\mathbf{y}}_t^*, \mathbf{W})
\]  

Here, \( N \) is the number of samples drawn for each time frame. The cost function turns out to be similar to the classical cost function in (3) where each clean feature vector has been replaced by \( N \) sampled vectors with possibly different weights. The total size of the training set is therefore augmented by a factor of \( N \).

In the following, we use cross-entropy as the objective function. Equation (5) can then be expressed as:

\[
\hat{\theta} \approx \arg \min_{\theta} \sum_{t=1}^{T} \sum_{n=1}^{N} - w^* \log p_\theta(s_t^*|\tilde{\mathbf{y}}_t^*).
\]  

The true HMM state \( s_t^* \) in the \( t \)-th time frame is obtained by Viterbi alignment given \( \mathbf{W} \) and \( p_\theta(s_t^*|\tilde{\mathbf{y}}_t^*) \) is the DNN output for the \( n \)-th sample given the parameters \( \theta \).

4. EXPERIMENTAL SETUP

4.1. Datasets

We evaluated the proposed uncertainty training procedure on the CHiME-2 and CHiME-3 datasets.

- The CHiME-2 dataset was formed by convolving clean Wall Street Journal (WSJ0) utterances with binaural room impulse responses (BRIRs). Real domestic background noise was then added at six different signal-to-noise-ratios (SNRs). The training set consists of 7138 simulated noisy utterances spoken by 83 speakers. The development and test sets contain 2460 and 1980 simulated noisy utterances spoken by 10 and 8 speakers, respectively.

- The CHiME-3 dataset consists of both real and simulated recordings of WSJ0 utterances acquired by a tablet equipped with 6 microphones in four noise environments: bus (BUS), café (CAF), pedestrian area (PED), and street (STR). The training set consists of 1600 real and 7138 simulated utterances pronounced by 87 speakers. The development set contains 1640 real and 1640 simulated utterances from 4 speakers. The test set contains 1320 real and 1320 simulated utterances from 4 speakers. In the following, the results are reported only on the real part of the development and test sets.

It may be noted that for both datasets, different speakers and different noises are used in the training, development and test sets.

4.2. Speech Enhancement and ASR Baseline

We enhanced all noisy datasets (training, development, and test) by multichannel nonnegative matrix factorization [28]. We used the FASST toolbox [29] for this purpose. This choice of enhancement method is motivated by its use in [10, 17, 20, 24]. To facilitate comparison, the same algorithm parameters were employed as in these studies.

We trained separate DNN acoustic models for CHiME-2 and CHiME-3. The DNN architecture consists of a 440-dimensional input layer followed by seven 2048-dimensional hidden layers. At the output layer, there are 2000 and 1978 states for CHiME-2 and CHiME-3 respectively. Restricted Boltzmann machine (RBM) pre-training was used to initialize the DNN parameters. The weights were fine-tuned using stochastic gradient descent (SGD). During decoding, we used the enhanced development and test sets with a trigram language model and 5k vocabulary size. No re-scoring (using,
e.g., neural network language models or sequence-level minimum Bayes risk) was performed.

The input features and the training targets were obtained as follows. We first trained a GMM acoustic model using 40-dimensional fMLLR features on the original clean WSJ0 training data. We used the senone level alignments obtained by this model on this data as training targets for the simulated training data of CHiME-2 and CHiME-3. Regarding the real CHiME-3 training data, the alignments were obtained from a GMM model trained on enhanced data instead. These alignments were then used for DNN training on enhanced training data using 40-dimensional fMLLR features with 11-frame splicing. The development sets were used for early stopping. In the case of CHiME-3, we used the full enhanced training and development sets (real and simulated).

The performance of each ASR system is evaluated in terms of word error rate (WER). For the CHiME-2 development and test sets, the confidence interval is about ±0.4%. For CHiME-3, the confidence interval is ±0.3% for the development set and ±0.5% for the test set. In all tables, the best result along each column is shown in bold. For comparison with results obtained using logmel features, see [10].

### 4.3. Proposed Uncertainty Estimator

We propose a new uncertainty estimator, which operates directly in the fMLLR domain. This DNNU estimator relies on a DNN whose inputs are 80-dimensional feature vectors consisting of the noisy features \( z \) concatenated with the difference between noisy and enhanced features \( z - \hat{y} \). The outputs are the 40-dimensional uncertainty vectors \( \hat{\sigma}_y^2 \). The DNN is trained to predict the oracle uncertainty \( |y - \hat{y}|^2 \) on the training set.

We use 3 hidden layers, each with 500 sigmoid units. The output layer is also passed through a sigmoid activation function and the training targets are scaled across each dimension by the corresponding maximum value over the training set. The same scale factor is used to restore the original scale during the testing phase. The weights are initialized by RBM pre-training and fine-tuned by SGD using mean square error as the objective function.

This DNNU estimator is similar in essence to the NNU estimator in our previous work [10], except that we use 3 hidden layers instead of 2 and the inputs and outputs are in the fMLLR domain instead of the logmel domain.

### 4.4. Uncertainty Training and Decoding Parameters

In our experiments, we used the proposed DNNU estimator together with UT based sampling for both training and decoding. Following [20], we drew \( N = 3 \) deterministic samples for each time frame which are given by

\[
\hat{y}_t^\alpha = \hat{y}_t + \alpha^n u_t
\]

with \( u_t \) the (entrywise) square root of the estimated uncertainty \( \hat{\sigma}_y^2 \). The values of \( \alpha^n \) were chosen as \( \alpha^1 = 0, \alpha^2 = -\sqrt{3}, \alpha^3 = \sqrt{3} \), and the associated weights as \( w^1 = 2/3 \) and \( w^2 = w^3 = 1/6 \) [20].

The authors in [24] also drew \( N = 3 \) samples per time frame according to (7). However, they defined \( u_t \), as the difference between noisy and enhanced features \( z - \hat{y} \). This quantity is equal up to the sign to the square root of the DU estimator, hence we call it DU in the following. Also, they chose the coefficients as \( \alpha^1 = 0, \alpha^2 = 0.1, \alpha^3 = 0.2 \) with equal weights \( w^1 = w^2 = w^3 = 1/3 \). We refer to this variant of UT as UT+. This sampling process boils down to linear interpolation between the noisy and enhanced feature vectors. Yet, the fact that the coefficients are non-negative results in a bias compared to symmetric coefficients in conventional UT.

### 5. RESULTS AND DISCUSSION

We compare the ASR performance obtained by training and testing DNN acoustic models on enhanced data without uncertainty (denoted as “None” in the tables below) with that achievable by DNN uncertainty training and/or decoding. For the latter, we compare DNNU combined with UT on the one hand and DU combined with UT+ on the other hand.

#### 5.1. Overall Results

Table 1 presents the average results obtained on the CHiME-2 (simulated) and CHiME-3 (real) test and development sets. The following observations can be made:

1. DNNU-UT uncertainty training and decoding consistently improves the ASR performance compared to the baseline (no uncertainty training and decoding), except for the CHIME-3 development set where the improvement is not significant. The obtained improvement is equal to 5% relative for the CHIME-2 test set and 8% relative for the CHIME-3 test set, which is statistically significant according to a paired difference test.

2. This improvement can be attributed both to uncertainty training and uncertainty decoding. Uncertainty training

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>CHiME-2 Test</th>
<th>CHiME-2 Dev.</th>
<th>CHiME-3 Test</th>
<th>CHiME-3 Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>17.62</td>
<td>24.19</td>
<td>19.72</td>
<td>9.03</td>
</tr>
<tr>
<td>DNNU-UT</td>
<td>17.46</td>
<td>23.15</td>
<td>19.29</td>
<td>8.71</td>
</tr>
<tr>
<td>DNNU-UT+</td>
<td>16.77</td>
<td>22.50</td>
<td>18.13</td>
<td>8.63</td>
</tr>
<tr>
<td>DU</td>
<td>17.17</td>
<td>23.44</td>
<td>19.21</td>
<td>9.03</td>
</tr>
<tr>
<td>DU-UT+</td>
<td>17.13</td>
<td>23.24</td>
<td>19.02</td>
<td>9.02</td>
</tr>
</tbody>
</table>

**Table 1**: WER (%) on the CHiME-2 (simulated) and CHiME-3 (real) test and development sets.
or uncertainty decoding alone also improve the WER, albeit to a lesser extent.

3. DNNU-UT outperforms DU-UT+.

4. To the best of our knowledge, this is the first time the benefit of DNN uncertainty training and decoding is demonstrated on top of an fMLLR-domain baseline.

5.2. Impact of SNR

To analyze the impact of SNR for each configuration, Table 2 presents the WER results with respect to the SNR for the CHiME-2 development and test sets. Our main previous findings still hold:

- For almost all considered SNRs, DNNU-UT uncertainty training improves the WER compared to no uncertainty training, and DNNU-UT uncertainty decoding improves the WER compared to no uncertainty decoding. For some SNRs, these improvements are statistically significant.

- DNNU-UT outperforms DU-UT+ for a majority of SNRs.

Also, the proposed DNN uncertainty training procedure shows a stable relative WER improvement across SNRs over no uncertainty training. For example, for the test set the improvement varies between 3% at -6 dB and 7% at 9 dB. The improvement is slightly larger for high SNRs.

5.3. Impact of Noise Environment

Table 3 reflects the impact of the noise environment on the WER for the CHiME-3 (real) test and development sets. It can be noted that these CHiME-3 results are more difficult to analyze. This is because different noise environments do not only have different noise properties, but also different SNRs. However, some of our previous findings still hold:

- For many noise environments, DNNU-UT uncertainty training and decoding both improve the WER compared to conventional uncertainty training or decoding. The total improvement compared to the baseline can be as large as 19% relative on the BUS test set.

- DNNU-UT outperforms DU-UT+ for most noise environments.

5.4. Comparison with Conventional Data Augmentation

Motivated by the interpretation of the proposed uncertainty training procedure as a form of data augmentation (see Section 2.2), we also compare with a conventional data augmentation (DA) technique, which consists of mixing the speech and noise signals at different SNRs from the original SNR [30]. In our experiment, we used only the CHIME-3 dataset and we increased the simulated training data 3 times by reducing or increasing the SNR by 5 dB compared to the original SNR. The generated data were enhanced using the same enhancement algorithm and settings as the original data. We then used these augmented simulated training data together with the original real training data to train a DNN acoustic

---

**Table 2**: WER (%) per SNR condition on the CHiME-2 (simulated) test and development sets.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Test Set</th>
<th>Development Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>Decoding</td>
<td>-6dB</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>29.28</td>
</tr>
<tr>
<td>DNNU-UT</td>
<td>None</td>
<td>28.61</td>
</tr>
<tr>
<td>DNNU-UT</td>
<td>DNNU-UT</td>
<td>28.29</td>
</tr>
</tbody>
</table>

**Table 3**: Detailed WER (%) per noise environment on the CHiME-3 (real) test and development sets.

<table>
<thead>
<tr>
<th>Uncertainty</th>
<th>Test Set</th>
<th>Development Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>Decoding</td>
<td>BUS</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>24.38</td>
</tr>
<tr>
<td>DNNU-UT</td>
<td>None</td>
<td>22.60</td>
</tr>
<tr>
<td>DNNU-UT</td>
<td>DNNU-UT</td>
<td>19.74</td>
</tr>
<tr>
<td>DU -UT+</td>
<td>None</td>
<td>22.32</td>
</tr>
<tr>
<td>DU -UT+</td>
<td>DU-UT+</td>
<td>22.21</td>
</tr>
</tbody>
</table>
model and we used it for conventional decoding (without uncertainty).

Figure 3 compares the resulting WER performance. It can be seen that DNNU-UT uncertainty training and decoding bring a large improvement compared to DA based training for the BUS and PED environments in the test set and for the BUS and STR environments in the development set, and that they perform comparably in other environments. The total WER improvement is equal to 6% and 3% relative on the test and development sets, respectively. This suggests that DNNU-UT provides an approach for augmenting the training data that consistently improves the WER compared to a conventional, heuristic data augmentation approach.

In a final experiment, we compare the performance of the DNNU and DU estimators when combined with different values of $\alpha^n$ and $w^n$. To do so, we swap the above choices and multiply or divide by 5 to account for the different scale of the two estimators. Specifically, we associate $\alpha^1 = 0$, $\alpha^2 = 0.5$, $\alpha^3 = 1$, and $w^1 = w^2 = w^3 = 1/3$ with DNNU and $\alpha^1 = 0$, $\alpha^2 = -\sqrt{3}/5$, $\alpha^3 = \sqrt{3}/5$, $w^1 = 2/3$, and $w^2 = w^3 = 1/6$ with DU, respectively.

The results obtained with these new weights (not shown here due to space reasons) show that DNNU-UT uncertainty training and decoding still yields 8% relative WER improvement over the baseline on the CHiME-3 real test set, while the improvement brought by DU-UT+ decreases from 5% to 3% relative. This indicates that the choice of $\alpha$ is not critical when the DNNU estimator is used. In other words, the choice of the estimator plays a more important role than the propagation technique. Similar observations are obtained for CHiME-2 dataset.

6. CONCLUSION

In this work, we proposed a new consistent DNN uncertainty training and decoding approach for noisy robust speech recognition. We estimate the variance of the distortions using a DNN uncertainty estimator that operates directly in the fMLLR domain and we then sample the uncertain features using UT during both training and test. We reported experimental results on the CHiME-2 and CHiME-3 datasets using a competitive fMLLR-domain baseline. The proposed method shows better ASR performance than the baseline, the approach in [24], and a conventional data augmentation technique. Also, it appears not to be too sensitive to the choice of the sampling coefficients $\alpha^n$ and the weights $w^n$.

In future work, we would like to investigate the performance of DNNU uncertainty training on top of conventional data augmentation. Additionally, we would like to compare the performance of oracle uncertainty (OU) estimator with DNNU estimator when used in uncertainty training and decoding.
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