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#### Abstract

In this paper, we investigate the problem of dominant point detection on digital curves which consists in finding points with local maximum curvature. Thanks to previous studies of the decomposition of curves into sequence of discrete structures [1, 2, 3], namely maximal blurred segments of width $\nu$ [4], an initial algorithm has been proposed in [5] to detect dominant points. However, an heuristic strategy is used to identify the dominant points. We now propose a modified algorithm without heuristics but a simple measure of angle. In addition, two applications are as well presented: (1) polygonal simplification to reduce the number of detected dominant points by associating a weight to each of them, and (2) classification using the polygon issued from the reduced dominant points. The experimental results demonstrate the efficiency and robustness of the proposed method.


## Keywords:

Dominant point, polygonal simplification, discrete structure, maximal blurred segments, classification

## 1. Introduction

Dominant points $(D P)$ of discrete curves are identified by Attneave [6] as the local maximum curvature points on a curve. Such points represent a rich information which is sufficient to characterize this curve. The dominant points are considered as representative features for the object contours, because they preserve the significant features of the digitized curve of images. They play a critical role in curve approximation, image regognition and matching and in other domains of computer vision [6]. Dominant point detection methods choose points from a digital contour that can be used to represent the curve effectively using less number of points. The digital curve is then represented as a polygon with dominant points as vertices and the line segments connecting adjacent dominant points as edges. So dominant points can be used to segment the contour. Many works have been conducted regarding the dominant point detection $[5,7,8,9,10,11,12,13,14,15,16,17,18,19]$, in which several problems have
been identified: time computation, number of parameters, selection of starting point, bad results with noisy curves,...

Recent dominant point detection methods can be classified as follows (see [20] for more details): some used dynamic programming [21, 22, 23, 24], while others used splitting [25, 26], merging [27], digital straight segments [5, 9], suppression of breakpoints $[11,13,14,28]$, curvature and convexity $[17,29,30]$.

A large number of algorithms for dominant points detection uses a notion of region of support (ROS) [31, 17, 29, 11, 28] for each point on the curve contour. A region of support of a point of a curve $C$ contains its neighboring points on $C$. For each point of $C$, a particular measure is computed in relation with its ROS. The dominant points are determined by suppression of the points with the lowest measure values. On the other hand, there exists a lot of works that use an approximation of curvature value $[17,29,30]$ to determine DPs. Other methods use the principle of suppression of breakpoints [11, 13, 24, 25, 26, 28, 32] to obtain DPs.

Nguyen et. al proposed in [5] a sequential method deduced from theoretical results of discrete geometry, it only requires to set one parameter, it is invariant to the choice of the starting point and it works with discrete curves possibly being noisy or disconnected. It relies on the geometrical structure of the studied curve, in particular the decomposition of the curve into maximal blurred segments for a given width [4, 2]. However at the end of the proposed method, the choice of dominant points is done by an heuristic strategy.

In this paper, we imprive Nguyen's method [5] to be non-heuristic. We use the mono-width value to decompose the curve into maximal blurred segments. An improvement of this dominant point detection algorithm is proposed with an efficient choice of dominant points by considering a simple angle measure.

Furthermore, an algorithm of polygonal simplification is also proposed to reduce the number of detected dominant points while preserving the principal angular deviations in the discrete curve of the shape border. We propose two strategies to polygonal simplification. The first one is to fix the number of dominant points to obtain. The second one is to apply an automatic selection process on the detected dominant points according to an error criteria. We also show the effectiveness of our dominant point detection method in the field of classification.

The rest of paper is presented as follows: in section 2, we recall results of discrete geometry used in this paper to analyze a curve. Then, in section 3 , we propose improvements of the previous dominant point detection algorithm [5]. In section 4, we present experimental results, comparisons with previous method. Section 5 presents two strategies for polygonal simplification and comparisons between our proposed method and some other algorithms of polygonal simplification. In section 6, we propose an application to classification, and the main conclusion is summarised in section 7 .

## 2. Geometrical tools for discrete curves analysis

We recall hereafter several notions concerning discrete lines [33], blurred segments [1] and maximal blurred segments [4] which are used throughout the paper.

A discrete line $\mathcal{D}(a, b, \mu, \omega)$ (with $a, b, \mu$ and $\omega$ being integer such that $\operatorname{gcd}(a, b)=1)$ is the set of integer points $(x, y)$ verifying $\mu \leq a x-b y<\mu+\omega$.

Let us consider $\mathcal{S}_{f}$ as a sequence of integer points. A discrete line $\mathcal{D}(a, b, \mu, \omega)$ is said bounding for $\mathcal{S}_{f}$ if all points of $\mathcal{S}_{f}$ belong to $\mathcal{D}$. Finally, a bounding line is said optimal if its vertical (or horizontal) distance $\frac{\omega-1}{\max (|a|,|b|)}$ is minimal, i.e. if its vertical (or horizontal) distance is equal to the vertical (or horizontal) distance of the convex hull of $\mathcal{S}_{f}$. This notion is illustrated in Fig. 1 and leads to the blurred segment.


Figure 1: $\mathcal{D}(2,7,-8,11)$, the optimal bounding line of the set of points (vertical distance $=$ $\frac{10}{7}=1.42$ )
$\mathcal{S}_{f}$ is a blurred segment of width $\nu$ if its optimal bounding line has a vertical or horizontal distance less than or equal to $\nu$ i.e. if $\frac{\omega-1}{\max (|a|,|b|)} \leq \nu$. The notion of maximal blurred segment on a given discrete curve was introduced in [4]. Let $C$ be a discrete curve and $C_{i, j}$ a sequence of points of $C$ indexed from i to j . Let us suppose that the predicate " $C_{i, j}$ is a blurred segment of width $\nu$ " is denoted by $B S(i, j, \nu)$.

Definition 1. $C_{i, j}$ is called a maximal blurred segment of width $\nu$ and noted $M B S(i, j, \nu)$ iff $B S(i, j, \nu), \neg B S(i, j+1, \nu)$ and $\neg B S(i-1, j, \nu)$.

An incremental algorithm was proposed in [4] to determine the set of all maximal blurred segments of width $\nu$ of a discrete curve $C$. The main idea is to maintain a blurred segment when a point is added (or removed) to (from) it. The following important property was proved.

Property 1. Let $M B S_{\nu}(C)$ be the set of width $\nu$ maximal blurred segments of the curve C. Then, $M B S_{\nu}(C)=\left\{M B S\left(B_{0}, E_{0}, \nu\right), M B S\left(B_{1}, E_{1}, \nu\right), \ldots, M B S\left(B_{m-1}, E_{m-1}, \nu\right)\right\}$ and satisfies $B_{0}<B_{1}<\ldots<B_{m-1}$. So we have: $E_{0}<E_{1}<\ldots<E_{m-1}$ (see Fig. 2).


Figure 2: The set of width 1.4 maximal blurred segments of the curve with grey pixels (each red box bounds the pixels of a maximal blurred segment of width 1.4). The indexes of the begin $\left(B_{i}\right)$ and end $\left(E_{i}\right)$ points of the four first maximal blurred segments are indicated ( $B_{0}=0$ and $E_{0}=15, B_{1}=5$ and $E_{1}=17, \ldots$ ). The points with blue frame are points in the common zone - intersecting zone - defined by these four first maximal blurred segments.

For a given width $\nu$, the set of the maximal blurred segments of a curve $C$ entirely determines the structure of $C$. It can be considered as an extension to thick curves of the notion of tangential cover introduced by Feschet and Tougne in [3] and used to obtain curvature profile or fast polygon approximation [10].

In [5], a method for dominant point detection, constructed from the set of maximal blurred segments, was given. In the next section, we propose an improvement of this method which allows new applications.

## 3. Dominant point detection

The set of maximal blurred segments of a curve provides important information about the geometrical structure of the studied curve. The width of the maximal blurred segments permits to work in different scales and to consider the noise possibly present in a curve $C$.

In [6], Attneave defined a dominant point (corner point) on a curve as a point of local maximum curvature. In a similar way, the method proposed in [5] uses a notion of region of support (ROS) of a point in a discrete curve $C$, defined with a sequence of discrete points, $C=\left(C_{i}\right)_{i=1 \ldots n}$.

Definition 2. Width $\nu$ maximal left and right blurred segments of a point constitute its region of support (ROS). The angle between them is called the ROS angle of this point.

The method first chooses a width $\nu$ and computes $M B S_{\nu}(C)$, the set of maximal blurred segments of $C$. The main idea of the method is that dominant points of $C$ are localised in the common zones of successive maximal blurred segments of $C$ (see Fig. 2). Hereafter, we recall the properties and the heuristic strategy used in [5]. We show that problems can occur and propose a solution.

### 3.1. Heuristic strategy of method [5]

Let us now consider the common zone of more than 2 successive maximal blurred segments.

Proposition 1. The smallest common zone of successive width $\nu$ maximal blurred segments, of which slopes are either increasing or decreasing, contains a candidate as dominant point.

Proposition 2. A maximal blurred segment contains at most 2 dominant points.
Based on the previous propositions, the algorithm proposed by Nguyen et al. in [5] consists in finding the smallest common zone induced by successive maximal blurred segments of width $\nu$ which have either increasing or decreasing slopes. It is stated that such a zone contains the candidates of dominant point, since the points in this zone have the smallest ROS angle. By an heuristic strategy, the dominant point is identified as the middle point of this zone.

The choice of the middle point is an heuristic and, in the next section, we propose a new strategy, related to curvature, to identify the dominant point in the common zone.

### 3.2. New dominant point detection algorithm

In this section, we present a modified algorithm of [5] for detecting the dominant points of discrete curves with high accuracy.

Since the purpose of dominant point detection is to detect significant points with curvature extrema, we propose a new decision-making strategy of dominant point in common zones. For this, we use a simple measure, as a pseudocurvature, estimated for each point located in the interest regions. Inspired by the $k$-cosine measure [31], we use an angle measure adapted to the decomposition into width $\nu$ blurred segments of the input curve. More precisely, it is the angle between the considered point and the two left and right extremities of the left and right maximal blurred segments, involved in the localisation of the studied common zone and passing through the point. It should be mentioned that this angle measure is generally not symmetric in ROS, contrary to the $k$ cosine measure. Obviously, the smaller angle, the greater curvature and thus the higher dominant character of the point. Accordingly, the dominant point is identified as the point, in the common zone, having a local minimum measure of angle.

The modified algorithm is given in Algorithm 1. It is similar to the one in [5] except for the selection of dominant points as described above. Moreover we simplify the process because we do not need to decompose the slopes of the maximal blurred segments located in the common zones into monotone sequences. Indeed, the angle computation permits to well localize the dominant point in each common zone.

Particularly, in this algorithm, each common zone is computed by Line 6, where $q$ is the index of the first maximal blurred segment involved in the common


Figure 3: Interest regions (common zones) obtained with the set of width 1.4 maximal blurred segments of the curve with grey pixels.

```
Algorithm 1: Dominant point detection.
    Input : \(C\) discrete curve of \(n\) points, \(\nu\) width of the segmentation
    Output: \(D\) set of dominant points
    begin
        Build \(M B S_{\nu}=\left\{M B S\left(B_{i}, E_{i}, \nu\right)\right\}_{i=0}^{m-1}\);
        \(n=|C| ; m=\left|M B S_{\nu}\right| ;\)
        \(q=0 ; p=1 ; D=\emptyset ;\)
        while \(p<m\) do
            while \(E_{q}>B_{p}\) do \(p++\);
            \(D=D \cup \min \left\{\operatorname{Angle}\left(C_{B_{q}}, C_{i}, C_{E_{p-1}}\right) \mid i \in \llbracket B_{p-1}, E_{q} \rrbracket\right\} ;\)
            \(q=p-1\);
```

zone and $p-1$ is the index of the last. The points in the common zone are points $C_{i}$ for $i \in \llbracket B_{p-1}, E_{q} \rrbracket$.

Moreover, at Line 7, the function Angle calculates, for each point in the common zone, the angle between the point and its two extremities. Then, in a common zone, the dominant point is the point with local minimum angle. Afterwards, the next common zone is computed by considering the last segment (index $p-1$ ) of the previous zone as the first one (index $q$ ) of the next common zone. This process permits to detect the points of the curve through which a maximum number of maximal blurred segments is passing (see Fig. 3).

If the curve $C$ is not closed, the first and the last points of $C$ are dominant points and they must be added to $D$.

The algorithm is illustrated in Fig. 3; a curve $C$ is analysed by the algorithm, the set $M B S_{1.4}(C)$ is computed and 12 maximal blurred segments (named $s 0$ to $s 11$ in the figure) are obtained. Their localisation in the curve is indicated by one star $(*)$ for each point belonging to the considered maximal blurred segment. Four common zones (dark pixels on the curve) are detected by the algorithm: $C_{14}$ to $C_{15}, C_{22}$ to $C_{26}, C_{49}$ to $C_{52}$ and $C_{59}$ to $C_{62}$. The pink boxes in the figure permit to count the number of maximal blurred segments passing through each point of common zones. The angles are calculated by considering the starting point of the first maximal blurred segment involved in the common zone and the end point of the last involved maximal blurred segment. The table 1 shows the angles at each point of common zones and permits to deduce the dominant points (minimal values are in bold in the table and the corresponding points are in red in Fig. 3). In the common zone 4, the selected dominant point is not located at the middle of the common zone.

Complexity analysis. The complexity of the proposed algorithm is the same as the one in [5], which depends on the complexity of decomposing a curve of $n$ points into maximal blurred segments. We can use the technique proposed in [2] to obtain the tangential cover (corresponding to the set of maximal blurred segments for a given width) and the complexity of this method is in $O(n \log n)$.

| Common Zone | Points | Angle |
| :---: | :---: | :---: |
| Common Zone 1 | $C_{14}$ | 162.9 |
| $B_{S 0}$ and $E_{S 3}$ | $C_{15}$ | $\mathbf{1 5 9}$ |
| Common Zone 2 | $C_{22}$ | 155.6 |
| $B_{S 3}$ and $E_{S 5}$ | $C_{23}$ | 157.6 |
|  | $C_{24}$ | $\mathbf{1 5 2}$ |
|  | $C_{25}$ | 153.6 |
|  | $C_{26}$ | 154.9 |
| Common Zone 3 | $C_{49}$ | 158.6 |
| $B_{S 5}$ and $E_{S 9}$ | $C_{50}$ | 157.4 |
|  | $C_{51}$ | 156 |
|  | $C_{52}$ | $\mathbf{1 5 4 . 3}$ |
| Common Zone 4 | $C_{59}$ | 155.7 |
| $B_{S 9}$ and $E_{S 11}$ | $C_{60}$ | $\mathbf{1 5 0 . 5}$ |
|  | $C_{61}$ | 155.3 |
|  | $C_{62}$ | 160.2 |

Table 1: Angles at each point of common zones (see Fig. 3).

Parameter selection. The only parameter of the proposed approach is the width $\nu$ of maximal blurred segment computation of the input curve. This parameter can be selected by the user according to the desired polygonal simplification. More precisely, the smaller $\nu$ captures better details -including noise- of the curve and the bigger $\nu$ allows a smoother dominant point detection and reduces the influence of noise along the curve. When the noise is regularly distributed, it is proposed in [34] to use the notion of meaningful thickness [35, 36, 37] to fix this value of $\nu$. In particular, $\nu$ equals to the average of meaningful thickness values detected along the curve.

## 4. Evaluation results

We now present some experimental results of dominant point detection using the proposed method, and evaluate by widely used error criteria [16, 15] described in Sec 4.1. Using these criteria, in Sec 4.2, we show the improvements of the modified algorithm over the original method of Nguyen [5].

### 4.1. Evaluation criteria

In order to assess the effectiveness of the proposed method, we consider the following five evaluation criteria:

1. Number of dominant points (\#DP).
2. Compression ratio (CR) is defined as the ratio between number of curve points and number of detected dominant points. The larger CR, the more effective data simplification.

$$
C R=\frac{n}{\# D P}
$$

3. Integral sum of square errors (ISSE) is the sum of squared distances of the curve points from approximating polygon. The smaller ISSE, the better description of the shape by the approximating polygon.

$$
I S S E=\sum_{i=1}^{n} d_{i}^{2}
$$

where $d_{i}$ is the distance from the $i^{t h}$ curve point to the approximating polygon.
4. Maximum error $\left(L_{\infty}\right)$ is the maximum distance of the curve points from approximating polygon. The smaller $L_{\infty}$, the better fitness of polygonal approximation.

$$
L_{\infty}=\max \left\{d_{i}\right\}_{i=1}^{n}
$$

5. Figure of merit (FOM) is estimated as ratio between CR and ISSE. FOM is a compromise between the low approximation error and the benefit of high data reduction.

$$
F O M=\frac{C R}{I S S E}
$$

### 4.2. Effectiveness compared to Nguyen's algorithm

In this section, we present the experimental results of the modified algorithm (see Sec 3.2) and we compare them with Nguyen's algorithm [5]. The experiments are carried out on the data with and without noise. For each input curve, a fixed width $\nu=1.5$ of maximal blurred segments is used for both algorithms, the results are shown in Fig. 4 and Table 2. It can be seen that selecting the middle point of common zone is not always a relevant strategy, in particular in the high-pass zones.

## 5. Applications to polygonal simplification

One goal of finding the dominant points is to have an approximate description of the input curve, called polygonal simplification or approximating polygon. On the one hand, due to the nature of the maximal blurred segment sequence defined on a discrete curve, we observe that the common zones - contain candidates of dominant points - may be close to each others. On the other hand, using the algorithm proposed in Sec 3.2, the dominant point is selected according to its angle with the extremities of maximal segments. As a consequence, detected dominant points are sometimes redundant or stay very


Figure 4: Improved results with respect to Nguyen [5] (see also Table 2). The effectiveness of the modified algorithm is more significant in the highly derivative zones of the shape as highlighted by the black boxes. Green (resp. Red) points are dominant points detected by Nguyen's (resp. modified) algorithm. Lines in green (resp. red) denote the polygonal approximation from detected dominant points. Blue points are candidates as dominant points in the interest regions.
near, which is presumably undesirable in particular for polygonal simplification. More precisely, this leads to an overmuch dominant points and thus the polygon induced by such points is not always a very good and suitable solution of curve simplification.

In order to achieve a high compression of approximating polygon of the input curve, certain dominant points need to be eliminated. To do so, we associate to each detected dominant point a weight indicating its importance with respect to the approximating polygon of the curve. Such a weight must: (1) be related to some error criteria of approximating polygon, and (2) not induce costly computation.

From Sec 4.1, the criterion ISSE describes the distortions caused by the approximated polygon of a curve. More precisely, ISSE allows to evaluate how much the approximated polygon is similar to the curve, thus smaller ISSE means

| Curve | Method | $\#$ DP | ISSE | $L_{\infty}$ | FOM |
| :---: | :--- | :---: | :---: | :---: | :---: |
| (a) <br> $n=536$ | Nguyen | 68 | 149.15 | 1 | 0.0523 |
|  | Algo 1 | 68 | $\mathbf{1 2 5 . 7 6 3}$ | 1 | $\mathbf{0 . 0 6 2 7}$ |
| (b) <br> $n=722$ | Nguyen | 105 | 202.809 | 1 | 0.0339 |
|  | Algo 1 | 105 | $\mathbf{1 6 6 . 7 4}$ | 1 | $\mathbf{0 . 0 4 1 2}$ |
| (c) <br> $n=404$ | Nguyen | 20 | 236.806 | 3.536 | 0.0853 |
|  | Ours | 20 | $\mathbf{1 5 0 . 3 1 4}$ | $\mathbf{1 . 5 3 9}$ | $\mathbf{0 . 1 3 4 4}$ |
| (d) <br> $n=252$ | Nguyen | 43 | 68.896 | 1 | 0.0851 |
|  | Ours | 43 | $\mathbf{5 7 . 5 8 2}$ | 1 | $\mathbf{0 . 1 0 1 8}$ |

Table 2: Comparison with Nguyen's method [5] on Fig. 4 using significant measures described in Sec 4.1.
better description of the curve by the polygon. This error evaluation is suitable to our criterion of weight associated to dominant points since: (1) we would like to eliminate points that less affect the possible error (i.e. less ISSE), and (2) in particular the ISSE can be calculated locally using its two neighbouring dominant points. More precisely, let $D_{i}$ be the considering dominant point, $v_{i-1}$ and $v_{i+1}$ be respectively the indexes in $C$ of the two neighbouring dominant points $D_{i-1}$ and $D_{i+1}$ of $D_{i}$. Then, we have

$$
I S S E_{i}=\operatorname{ISSE}\left(D_{i}\right)=\sum_{j=v_{i-1}}^{v_{i+1}} d^{2}\left(C_{j}, \overline{D_{i-1} D_{i+1}}\right)
$$

where $d(P, \overline{A B})$ is distance from the point $P$ to the line segment $\overline{A B}$.
Indeed, the value of ISSE between the approximated polygon and the curve before and after deleting a dominant point differs only at the part related to the point, in particular its two neighbours as illustrated in Fig.5. The ISSE induced by the two neighbours of a dominant point thus characterizes the importance of the point; the greater ISSE, the more important the point.

Still in Fig.5, we remark that dominant point may have a small ISSE, however regarding its neighbours, in particular the angular relationship, it is more important than the others. In other words, this angle with the neighbours plays an important role in the decision of suppressing a dominant point. This leads to a consideration of weight associated to each dominant point detected that not only involves ISSE but also the angle to its two neighbours. In particular, this weight is determined by the ratio of ISSE and angle, i.e., weight $_{i}=I S S E_{i} /$ angle $_{i}$.

A question raised is how many dominant points should be removed. To handle this, there are two strategies:

- The first one consists in fixing the desired number $m$ of dominant points on the approximated polygon, roughly speaking, the process of
polygonal simplification is performed by removing one by one the dominant points of small weight until reaching $m$.
- The second approach is to apply an automatic simplification process on the detected dominant points according to an error criteria.


### 5.1. Automatic polygonal simplification algorithm

Since, the goal is (1) to keep the less dominant point possible, and (2) to have a good description of the curve by the approximated polygon. The first requirement can be measured by CR criterion, while the second one by FOM criterion. In other words, our objective function of the automatic process is to minimize the multiplication of CR and FOM; i.e., $\mathrm{CR}^{2} / \mathrm{ISSE}$ (namely, $\mathrm{FOM}_{2}$ ). Roughly speaking, the process of polygonal simplification is performed by removing one by one dominant point having the smallest weight until the objective function $\mathrm{FOM}_{2}$ is still decreased (see Algorithm 2).

```
Algorithm 2: Automatic polygonal simplification from detected dominant
points
    Input : \(D\) set of dominant points obtained with Algorithm 1
    Output: \(\widehat{D}\) new set of dominant points that minimizes \(\mathrm{FOM}_{2}\) criterion
    begin
        \(\widehat{D}=D\);
        \(F=F O M_{2}(D)\);
        repeat
            \(\widehat{F}=F ;\)
            \(\widehat{D}=\widehat{D} \backslash\left\{\min _{p \in \widehat{D}} \operatorname{weight}(p)\right\}\);
            \(F=F O M_{2}(\widehat{D}) ;\)
        until \(F<\widehat{F}\);
```

Algorithm 2 uses two functions:

- $F O M_{2}(D)$ calculates $F O M_{2}=C R^{2} / I S S E$ of the set $D$
- weight $(p)$ calculates the weight $=I S S E /$ angle associated to the point $p$.

Note that one point is removed at each iteration thus the values of $F O M_{2}$ and weigth are changed only around the removed point. In other words, $F O M_{2}$ and weigth is calculated for all points once at the beginning. Then at each iteration, we need to recalculate only for two neighbours of the removed point.

It should be mentioned that Algorithm 2 can be adapted to the strategy in which we fix the number m of dominant points on the output approximated polygon. This is done by modifying Line 8 with the following condition about the number of dominant points in $\widehat{D}:|\widehat{D}| \leq m$.

In the next section, we test the proposed method and compare it to the other polygonal simplification techniques based on dominant points extraction.


Figure 5: Illustration of calculating the weights associated to detected dominant points. In grey (resp. red) are points (resp. dominant points) of the curves. The continuous black line connecting the dominant points denotes the approximated polygon, while dashed lines are perpendicular distances from points on the curve to the polygon, the sum of these distances defines the ISSE. Considering the point A in blue (resp. B in green) frame, deleting this point leads to a local modification in the approximated polygon, and thus ISSE induced by blue (resp. green) dashed lines. One remarks that ISSE of the point in blue frame is smaller than the green, however according to the neighbours - in angle - it is more important than the green one. Therefore, the weight associated to each dominant point involves both ISSE and angle criteria, in particular $\frac{I S S E}{\text { angle }}$. Then, the weight of A and B are 1.27 and 0.86 , respectively.

In the experiments, the automatic polygonal simplication algorithm is called Algorithm $\boldsymbol{2}_{A P S}$ and the variant algorithm, fixing the number of dominant points to obtain, is called Algorithm $\mathcal{2}_{F D P}$.

### 5.2. Tests and comparisons with other methods

### 5.2.1. Tests of the two simplification strategies

Fig. 6 shows polygonal simplification results on noisy digital curves. The results demonstrate the effectiveness and robustness of the simplication method on noisy data. The red curves are the polygonal representations directly deduced from the dominant points obtained by Algorithm 1. On the right hand side of Fig.6, the green curves are the polygonal simplifications obtained with Algorithm $2_{F D P}$ : for example a reduction of $20 \%$ from the dominant point number initially obtained with Algorithm 1. On the left hand side, the green curves are obtained with Algorithm $2_{\text {APS }}$.

Table 3, shows the different evaluation criteria of the two approaches for polygonal simplification w.r.t Algorithm 1. In all of experiments, the two approaches present an improvement on $F O M$ and $F O M_{2}$ regarding to Algorithm 1. In particular, the results of Algorithm $2_{\text {APS }}$ have the highest value of $F O M_{2}$ comparing to the others. It should be recalled that Algorithm $2_{A P S}$ is an automatic polygonal simplification by finding a local maximum of $\mathrm{FOM}_{2}$.


Figure 6: Polygonal representation (in red) on noisy data using the dominant points detected by Algorithm 1. Polygonal simplification results (in green) using mean value of meaningful thickness as width parameter : on the right we have a reduction of $20 \%$ of the initial dominant point number using Algorithm $2_{F D P}$ and on the left we have the automatic simplification using Algorithm $2_{A P S}$.

| Curve | Method | $\# \mathrm{DP}$ | CR | ISSE | $L_{\infty}$ | FOM | FOM $_{2}$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) and (b) | Algo 1 | 37 | 8.162 | 71.205 | 1.29 | 0.114 | 0.935 |
|  | Algo $2_{A P S}$ | 17 | 17.764 | 85.669 | 1.66 | $\mathbf{0 . 1 8 5}$ | $\mathbf{2 . 9 4 9}$ |
|  | Algo $2_{F D P}$ | 30 | 10.066 | $\mathbf{6 8 . 0 0 9}$ | $\mathbf{1 . 2 9}$ | 0.148 | 1.490 |
| (c) and (d) | Algo 1 | 21 | 19.285 | 160.701 | 1.299 | 0.120 | 2.314 |
|  | Algo $2_{A P S}$ | 11 | 36.818 | 238.449 | 2.12 | $\mathbf{0 . 1 5 4}$ | $\mathbf{5 . 6 8 4}$ |
|  | Algo $2_{F D P}$ | 17 | 23.823 | $\mathbf{1 5 9 . 5 5 7}$ | $\mathbf{1 . 2 4 5}$ | 0.149 | 3.557 |
| (e) and (f) <br> $n=293$ | Algo 1 | 23 | 12.739 | 76.675 | 1.435 | 0.166 | 2.116 |
|  | Algo $2_{A P S}$ | 21 | 13.952 | $\mathbf{7 2 . 7 0 1}$ | $\mathbf{1 . 3 4 0}$ | $\mathbf{0 . 1 9 1}$ | $\mathbf{2 . 6 7 7}$ |
|  | Algo $2_{F D P}$ | 19 | 15.421 | 105.003 | 1.902 | 0.146 | 2.264 |
| (g) and (h) | Algo 1 | 25 | 13.12 | $\mathbf{1 1 8 . 6 6 1}$ | $\mathbf{1 . 6 9 1}$ | 0.110 | 1.450 |
|  | Algo $2_{A P S}$ | 23 | 14.260 | 121.376 | $\mathbf{1 . 6 9 1}$ | $\mathbf{0 . 1 1 7}$ | $\mathbf{1 . 6 7 5}$ |
|  | Algo $2_{F D P}$ | 20 | 16.4 | 165.749 | 2.455 | 0.098 | 1.622 |

Table 3: Comparisons with the results of Algorithm 1 and the results of the two strategies of polygonal simplification (fixed DP number, algo $2_{F D P}$ and automatic polygonal simplification, algo $2_{A P S}$ ) using significant measures described in Sec 4.1.

### 5.2.2. Comparisons with other methods

We propose two types of experiments ${ }^{1}$ :

- On the one hand, on curves with few points, tested by the well-known methods of the literature [11, 13, 17]. We compared the values provided by their authors with those computed with our method.
- On the other hand, we have tested three other methods [7, 38, 39], using the source code made available by the authors. The tests were carried out on curves containing numerous points with irregularities. The obtained results are compared with those obtained with our method.

The experiments are first carried out on three benchmarks: chromosome, leaf and semicircle as shown in Fig.7, 8 and 9 respectively. Table 4 compares the proposed method (Algorithm $2_{F D P}$ ) with other popular algorithms such as: Masood [13], Marji [11] and Teh [17], on the benchmarks by the evaluation criteria described in Sec 4.1. In all of experiments, the Algorithm $2_{\text {FDP }}$ presents an improvement on FOM, and has a better approximation error in ISSE and $L_{\infty}$. However, the tested curves contain few points and are not noisy.

[^0]
(a) Algo $2_{F D P}$, $\nu=0.7$

(b) Masood[13]

(c) Marji[11]

(d) $\operatorname{Teh}[17]$

Figure 7: Dominant points of the chromosome curve.


Figure 8: Dominant points of the leaf curve.

(a) Algo $2_{F D P}$, $\nu=0.7$

(b) Masood[13]

(c) $\operatorname{Marji}[11]$

(d) Teh[17]

Figure 9: Dominant points of the semicircle curve.

Therefore, other complementary comparisons were also performed with three recent methods. The first one (Liu [38]) is the polygonal reconstruction from the visual curvature which uses a parameter associated to the scale $s$ of the contour analysis. An application of this method is the detection of corners by varying the scale value.

| Curve | Method | \#DP | CR | ISSE | $L_{\infty}$ | FOM | $\mathrm{FOM}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Chromosome$n=60$ | Algo $2_{F D P}, \nu=0.7$ | 14 | 4.28 | 4.97 | 0.70 | 0.86 | 3.68 |
|  | Masood [13] | 12 | 5 | 7.76 | 0.88 | 0.65 | 3.25 |
|  | Marji [11] | 12 | 5 | 8.03 | 0.89 | 0.62 | 3.1 |
|  | Teh [17] | 15 | 4 | 7.20 | 0.74 | 0.55 | 2.2 |
| $\begin{gathered} \text { Leaf } \\ n=120 \end{gathered}$ | Algo $2_{\text {FDP }}, \nu=0.7$ | 24 | 4.95 | 9.96 | 0.74 | 0.49 | 2.43 |
|  | Masood [13] | 23 | 5.21 | 10.61 | 0.74 | 0.49 | 2.55 |
|  | Marji [11] | 22 | 5.45 | 13.21 | 0.78 | 0.41 | 2.23 |
|  | Teh [17] | 29 | 4.14 | 14.96 | 0.99 | 0.27 | 1.11 |
| Semicircle$n=102$ | Algo $2_{F D P}, \nu=0.7$ | 23 | 4.43 | 7.63 | 0.72 | 0.58 | 2.56 |
|  | Masood [13] | 22 | 4.64 | 8.61 | 0.72 | 0.54 | 2.50 |
|  | Marji [11] | 26 | 3.92 | 9.01 | 0.74 | 0.43 | 1.68 |
|  | Teh [17] | 22 | 4.64 | 20.61 | 1 | 0.22 | 1.02 |

Table 4: Results of the proposed method and of the other methods.

(a) Algo $2_{A P S}, \nu=1.9$, \#DP $=63$

b) $\operatorname{Liu}[38], \quad \mathrm{s}=0.063$, \#DP =63

(c) Sivignon[39], $\mathrm{e}=3.1$, \#DP =63

(d) Aguilera[7], \#DP=275

Figure 10: Red lines depict the original contour and blue lines depict the polygonal simplification.

The second one (Sivignon [39]) computes a simplification of the curve such that the Fréchet distance between the original and the simplified curve is less than the error $e$. The third one (Aiguilera [7]), without parameter, is based on the concavity tree to compute the polygonal approximation of the curve.
Fig. 10 and Fig. 11 illustrate the different methods for two examples. To be objective in our comparison, we choose the value of the error $e$ and scale $s$ in order to obtain the same number of dominant points $\# D P$ which has been detected by Algorithm $2_{A S P}$.

(a) Algo $2_{A P S}, \nu=$ 1.7, \#DP=45

(b) Liu[38], $\mathrm{s}=0.035$, \#DP $=45$

(c) Sivignon[39], $\mathrm{e}=2.55, \# \mathrm{DP}=45$

(d) Aguilera[7],
$\# \mathrm{DP}=141$

Figure 11: Red lines depict the original contour and blue lines depict the polygonal simplification.

Table 5 shows different evaluation criteria of the polygonal representations deduced from dominant points computed by the different methods.

The Algorithm $2_{A S P}$ obtains, as expected, the best values of $F O M$ and $F O M_{2}$ but also good values of ISSE. Aiguilera's method [7] has a high score for ISSE value, induced by the high number of computed dominant points.

The Sivignon's method [39] has the best $L_{\infty}$ values, that seems logical because this method minimizes the distance between the curve and its polygonal representation. However the $L_{\infty}$ values obtained by the Algorithm $2_{A S P}$ are very close to those of Sivignon's method. For example, in Fig.11(a) the value of $L_{\infty}$ is 1.8392 against a value of 1.8023 in Fig.11(c).

| Curve | Method | \#DP | CR | ISSE | $L_{\infty}$ | FOM | FOM $_{2}$ |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Fig.10 <br> $n$ | Algo $2_{A P S}, \nu=1.9$ | 63 | 17.1746 | 664.941 | 2.5399 | $\mathbf{0 . 0 2 5 5}$ | $\mathbf{0 . 4 3 3 8}$ |
|  | Liu[38], s=0.063 | 63 | 17.1746 | 2172.32 | 4.4141 | 0.0078 | 0.1327 |
|  | Sivignon[39], e=3.1 | 63 | 17.1746 | 1200.75 | $\mathbf{2 . 1 8 2 8}$ | 0.0141 | 0.2402 |
|  | Aguilera[7] | 275 | 3.9345 | $\mathbf{4 0 7 . 9 7 . 6}$ | 3 | 0.0095 | 0.0371 |
| Fig.11 <br> $n=950$ | Algo $2_{A P S}, \nu=1.7$ | 45 | 21.1111 | $\mathbf{3 9 1 . 1 9 1}$ | 1.8392 | $\mathbf{0 . 0 5 3 9}$ | $\mathbf{1 . 1 3 9 2}$ |
|  | Liu[38], s=0.035 | 45 | 21.1111 | 1197.74 | 4.0834 | 0.0176 | 0.3720 |
|  | Sivignon[39], e=2.55 | 45 | 21.1111 | 623.846 | $\mathbf{1 . 8 0 2 3}$ | 0.0338 | 0.7144 |
|  | Aguilera[7] | 141 | 6.7375 | 543.887 | 2.5607 | 0.0123 | 0.0834 |

Table 5: Results of the proposed method and of the other methods for Fig. 10 and Fig. 11.


Figure 12: (a) superimposition of Fig.10, (b) superimposition of Fig.11. Black curve represents the original curve. Each color indicates a method, for example blue (resp. red, green) color represents the method described by Aguilera [7] (resp. Liu [38], Sivignon [39]). Yellow curve represents the result of Algorithm $2_{A P S}$.

To better evaluate the experiments, we show in Fig. 12 the superimposition of the polygonal simplifications computed by the different methods.

As the Aiguilera's method [7] has detected many more dominant points than other methods, the blue polygon (Aguilera [7]) is very close to the initial curve. The red polygon ( $\mathrm{Liu}[38]$ ) is the furthest from the initial contour. This is justified by the fact that when we choose a higher value of scale $s$, the polygonal representation becomes simpler until it converges to the boundary curve of its convex hull.

The yellow (Algorithm $2_{A P S}$ ) and green (Sivignon [39]) polygons seem to well represent the initial curves. However, the corners of the contour are better detected by the Algorithm $2_{A P S}$, corresponding to the yellow polygons (see for example the zoom part of Fig.12). Hence the polygonal representations are closer to the initial curve.

## 6. Application to classification

In this section, we present several shape geometrical descriptors based on the dominant points obtained with the Algorithm $2_{A P S}$ and we test these descriptors through a classification process.

Shape geometrical descriptors. We propose eight descriptors from the selected dominant points (DP) detected by the Algorithm $2_{\text {APS }}$ applied on the contour of a shape $S$.

The polygon obtained with the DP is called $D P(S)$. Let $\operatorname{per}(D P(S))$ and $\operatorname{area}(D P(S))$ be respectively the perimeter and the area of $D P(S)$. Let $\operatorname{ch}(D P(S))$ be the convex hull of $D P(S)$. The following descriptors give indications about compacity and convexity of the shape $S$ :

$$
\begin{aligned}
& +\frac{\operatorname{per}(D P(S))^{2}}{\operatorname{area}(D P(S))} \\
& +\frac{\operatorname{per}(\operatorname{ch}(D P(S)))^{2}}{\operatorname{area}(\operatorname{ch}(D P(S)))} \\
& +\frac{\operatorname{area}(\operatorname{ch}(D P(S)))}{\operatorname{area}(D P(S))}
\end{aligned}
$$

We also compute descriptors that indicate if the contour of the shape $S$ is regular or contains big irregularities :

+ Variance value of angle between two successive segments formed by three successive dominant points of $D P(S)$
+ Minimun and maximun distances of the centroid of $S$ to dominant points of $S$ as well as the difference between minimum and maximum distances
+ Variance of segment lengths in $D P(S)$

Classification method. We use the $\boldsymbol{K}$-means method [40]. It is one of the simplest unsupervised learning algorithms that solve a clustering problem. Clustering is the process of partitioning a group of data points into a small number of clusters. In general, we have $n$ data points $X_{i}, i=1 \ldots n$ that have to be partitioned in $k$ clusters. The goal is to assign a cluster to each input data point. K-means is a clustering method that aims to find the positions of centroid $c_{j}$, $j=1 \ldots k$ of the clusters that minimize the distance from the data points to centroid of each cluster.


Figure 13: Discrete contours of images from Sharvit database.


Figure 14: Discrete contours of some geometric shapes.

| Classes | class 1 | class 2 | class 3 | class 4 | class 5 | class 6 | class 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Precision | 1 | 0.89 | 0.71 | 1 | 1 | 0.7 | 1 |
| Recall | 1 | 1 | 0.62 | 1 | 0.75 | 0.87 | 1 |
| F-measure | 1 | 0.94 | 0.67 | 1 | 0.86 | 0.78 | 1 |

Table 6: Evaluation criteria of the classification of Fig. 13 and Fig. 14.

A recent study [41] demonstrated that the city block distance in the kmeans classification is better than other types of distance, that is why we use this distance in our experiments.

Experiments and result evaluation. We classify with the $\boldsymbol{K}$-means method (with Matlab software) some images of Sharvit's database (cf. Fig. 13) and geometric shapes as polygon and circle (cf. Fig. 14). We consider 8 examples
from each class and for each example we compute the geometrical descriptors described previously.

A confusion matrix is a specific table layout that allows visualization of the performance of an algorithm, Fig. 15 shows the confusion matrix of the classification of images in Fig. 13 and Fig. 14. Each column of the matrix represents the instances in a predicted class while each row represents the instances in an actual class. For example in Fig. 15 we have 8 actual images in class 3, the system predicted that 5 belongs to class 3 , and 3 belongs to class 6 , but the system predicted that all images from class 4 belong to class 4 . For the geometric shapes the classification is $100 \%$.

All true values are located in the diagonal of the table, so it is easy to visually inspect the table for errors, as they will be represented by values outside the diagonal. From Fig. 15, we show that the accuracy of the system is equal to $89 \%$.

Table 6 shows the evaluation criteria (precision, recall and F-measure) with:

$$
\begin{aligned}
& + \text { precision }_{i}=\frac{\text { number of objects correctly assigned to the class i }}{\text { number of objects allocated to the class i }} \\
& + \text { recall }_{i}=\frac{\text { number of objects correctly assigned to the class i }}{\text { number of objects belonging to the class i }} \\
& + \text { F-measure }_{i}=2 * \frac{\text { precision }_{i} * \text { recall }_{i}}{\text { precision }_{i}+\text { recall }_{i}}
\end{aligned}
$$



Figure 15: Confusion matrix for K-means classification with $\mathrm{K}=7$.

If there are several classes, precision and recall of all the system are the mean value of all precision $_{i}$ and recall $_{i}$. For our system we have a precision equal to 0,9 and a recall equal to 0,89 .

## 7. Conclusion

We presented in this paper a dominant point detection algorithm, improvement of a previous algorithm which uses an heuristic strategy. This algorithm relies on the structure of the discrete curve and the width, parameter of the algorithm, permits to work on data with or without noise. For a given width, our method associates to each detected dominant point a weight which permits to evaluate the importance of the dominant point in the structure of the studied curve. We then deduce a method to reduce the number of dominant points and to obtain a smaller error. In particular, two strategies are considered for the reduction: either the number of dominant points is fixed, or an automatic process is applied to have a polygonal simplification according to $F O M_{2}$ criterion. Furthermore, an application for classification is as well presented using the polygon obtained by the set of dominant points.

The proposed method opens numerous perspective of future work, for example the study of the method behaviour in a multiscale approach to automatically detect the more appropriate width for dominant point selection.
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