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Abstract. We show how the paradigm of learning-based testing (LBT)
can be applied to automate specification-based black-box testing of re-
active systems using term rewriting technology. A general model for a
reactive system can be given by an extended Mealy automata (EMA)
over an abstract data type (ADT). A finite state EMA over an ADT
can be efficiently learned in polynomial time using the CGE regular in-
ference algorithm, which builds a compact representation as a complete
term rewriting system. We show how this rewriting system can be used
to model check the learned automaton against a temporal logic specifica-
tion by means of narrowing. Combining CGE learning with a narrowing
model checker we obtain a new and general architecture for learning-
based testing of reactive systems. We compare the performance of this
LBT architecture against random testing using a case study.

1 Introduction

Learning-based testing (LBT) is an emerging technology for specification-based
black-box testing that encompasses the three essential steps of : (1) test case
generation (TCG), (2) test execution, and (3) test verdict (the oracle step). It
has been successfully applied to testing procedural systems in [13] and [15], and
reactive systems in [16]. The basic idea of LBT is to automatically generate a
large number of high-quality test cases by combining a model checking algorithm
with an incremental model inference algorithm, and integrating these two with
the system under test (SUT) in an iterative loop. The use of incremental learning
is critical in making this technology both fast and scalable to large systems under
test (SUTs). Our previous research ([15] and [16]) has repeatedly shown that LBT
has the capability to significantly outperform random testing in the speed with
which it finds errors in an SUT.

For testing complex embedded software systems, there is a significant need
to generate test cases over infinite data types such as integer and floating point
types, and abstract data types (ADTs) such as strings, arrays, lists and various
symbolic data types. Specification-based TCG is essentially a constraint solving
problem. So this generalisation from finite to infinite and symbolic data types is
highly non-trivial since the satisfiability problem for many logics over abstract



and infinite data types is undecidable. Thus a search for test cases is not guar-
anteed to terminate.

Model checking over abstract and infinite data types is therefore a state
of the art problem. Recently some success has been achieved with the use of
satisfiability modulo theories (SMT) solvers such as Z3 [5], which are based
on heuristic techniques. However, an alternative approach is to use constraint
solving based on a narrowing algorithm. Narrowing is a flexible technology, based
on term rewriting, which is applicable to any data type for which we can find
a complete (confluent and terminating) term rewriting system (see e.g. [1]). It
has well understood theoretical properties such as completeness of solutions and
conditions for termination. Narrowing has been successfully applied to model
checking of infinite state systems in [6]. However, the use of narrowing for test
case generation has not yet been considered. In fact, our aim in this paper is
much wider. We will show that narrowing combines easily with symbolic learning
algorithms for automata such as CGE [14] to yield a new LBT architecture for
specification-based testing of reactive systems computing over abstract data types.
Initial case studies suggest that despite the significant increase in the problem
complexity, this new LBT architecture is also competitive with random testing.

The structure of this paper is as follows. In the remainder of Section 1 we
review related work. In Section 2, we recall some essential mathematical prelimi-
naries needed to discuss narrowing. In Section 3, we formalise a general model of
a reactive system as an extended Mealy automaton (EMA) over an abstract data
type (ADT). We introduce a linear time temporal logic (LTL) for such EMA,
and we show how an LTL formula can be translated into constraint sets con-
sisting of equations and negated equations. In Section 4, we present a model
checking algorithm based on narrowing applied to a constraint set. In Section
5, we combine this model checking method with a symbolic automata learning
algorithm (the CGE learning algorithm of [14]) to define a new LBT architecture
for specification-based testing of reactive systems. In Section 6, we present a case
study of this LBT architecture applied to testing the TCP protocol. Finally, in
Section 7 we draw some conclusions and discuss open questions to be addressed
by future work.

1.1 Related Work

In [16], LBT was applied to testing reactive systems modeled as Boolean Kripke
structures. Our work here extends this previous work to allow symbolic and
infinite data types. Even for finite data types, this approach simplifies the ex-
pression of control and data properties of an SUT. For this extension we use
a more powerful symbolic learning algorithm, new model checking technology
based on term rewriting theory, and a more powerful oracle construction for test
verdicts.

Several previous studies, (for example [19], [9] and [20]) have considered a
combination of learning and model checking to achieve testing and/or formal
verification of reactive systems. Within the model checking community the ver-
ification approach known as counterexample guided abstraction refinement (CE-



GAR) also combines learning and model checking, (see e.g. [3] and [2]). The LBT
approach described here can be distinguished from these other approaches by:
(i) an emphasis on testing rather than verification, (ii) the focus on incremen-
tal learning for efficient scalable testing, (iii) the use of narrowing as a model
checking technique, and (iv) the introduction of abstract data types.

There is of course an extensive literature on the use of model checkers (with-
out learning) to generate test cases for reactive systems. A recent survey is [8].
Generally this work emphasizes glass-box testing (so no learning is necessary),
and the use of structural coverage measures to constrain the search space for
test cases. Furthermore, behavioral requirements may or may not be present. By
contrast, the LBT approach concerns black-box testing. Furthermore, in LBT
behavioral requirements are always present, both to solve the oracle problem
and to constrain the search space and guide the search for effective test cases.

In [21], black-box reactive system testing using learning but without model
checking is considered. This is also shown to be more effective than random
testing. Thus we can conclude that learning and model checking are two mutu-
ally independent techniques that can be applied to systems testing separately
or together. In the long term we hope to show that the combination of both
techniques is ultimately more powerful than using either one alone.

2 Mathematical Preliminaries and Notation

It is helpful to have some familiarity with the theories of abstract data types and
term rewriting. Both use the notation and terminology of many-sorted algebra
(see e.g. [17]). Let S be a finite set of sorts or types. An S-sorted signature
Σ consists of an S∗ × S-indexed family of sets Σ = 〈Σw,s | w ∈ S∗, s ∈ S〉.
For the empty string ε ∈ S∗, c ∈ Σε,s is a constant symbol of sort s. For w =
s1, . . . , sn ∈ S+, f ∈ Σw,s is a function symbol of arity n, domain type w
and codomain type s. An S-sorted Σ-algebra A consists of sets, constants and
functions that interpret Σ by a particular semantics. Thus A has an S-indexed
family of sets A = 〈As | s ∈ S〉, where As is termed the carrier set of sort s.
For each s ∈ S and constant symbol c ∈ Σε,s, cA ∈ As is a constant, and for
each w = s1, . . . , sn ∈ S+ and each f ∈ Σw,s, fA : As1 × . . . × Asn → As
is a function. Let X = 〈Xs | s ∈ S〉 be an S-indexed family of disjoint sets
Xs of variables of sort s. We assume Xs ∩ Σε,s = ∅. The set T (Σ, X)s of all
terms of sort s ∈ S is defined inductively by: (i) c ∈ T (Σ, X)s for c ∈ Σε,s,
(ii) x ∈ T (Σ, X)s for x ∈ Xs, and (iii) f(t1, . . . , tn) ∈ T (Σ, X)s for f ∈ Σw,s
w = s1, . . . , sn and ti ∈ T (Σ, X)si for 1 ≤ i ≤ n. We use ≡ to denote syntactic
equality between terms. An equation e (respectively negated equation) over Σ and
X is a formula of the form (t = t′) (respectively ¬(t = t′)) for t, t′ ∈ T (Σ, X)s.
We let Vars(t) (respectively Vars(e), Vars(¬(e))) denote the set of all variables
from X occurring in t (respectively e, ¬e).

A variable assignment α : X → A is an S-indexed family of mappings αs :
Xs → As. A substitution σ is a variable assignment σ : X → T (Σ, X) such
that σs(x) 6= x for just finitely many s ∈ S and variables x ∈ Xs, and this



set of variables is the domain of σs. The result of applying a substitution σ to
a term t ∈ T (Σ, X)s′ is defined inductively in the usual way and denoted by
σ(t). If σ and σ′ are substitutions then their composition σ ◦ σ′ is defined by
σ ◦ σ′(x) = σ(σ′(x)). A variable renaming is a family of bijective substitutions
σs : Xs → Xs. A substitution σ is more general than a substitution τ , denoted
σ ≤ τ if there exists a substitution δ such that δ ◦ σ = τ .

A disunification problem S = { (ti Qi t
′
i) | i = 1, . . . , n, n ≥ 0, Qi ∈ { =

, 6= } } is a finite (possibly empty) set of equations and negated equations over
Σ and X. A substitution σ : X → T (Σ, X) is a syntactic unifier of a set S if
for all 1 ≤ i ≤ n, if Qi is = then σ(ti) ≡ σ(t′i), and if Qi is 6= then σ(ti) 6≡ σ(t′i).
We let U (S) denote the set of all syntactic unifiers of S. A unifier σ ∈ U (S) is
a most general unifier (mgu) if σ ≤ τ for all τ ∈ U (S).

If t ∈ T (Σ, X)s is a term then O(t) denotes the set of all positions in t, i.e.
all nodes in the parse tree of t and is inductively defined by O(c) = O(x) = { ε }
and O(f(t1, . . . , tn)) = { ε, k.i | 1 ≤ k ≤ n, i ∈ O(tk) }. We write t|p for the
subterm of t found at position p ∈ O(t), and if t|p, u ∈ T (Σ, X)s then t[u]p
denotes the term obtained by replacing the subterm found at p in t by u. We
say that p ∈ O(t) is a non-variable position if t|p is not a variable, and let O(t)
denote the set of all such non-variable positions.

A term rewriting rule is an expression of the form l→ r for l, r ∈ T (Σ, X)s
and s ∈ S such that Vars(r) ⊆ Vars(l) and a term rewriting system (TRS) R
is a set of rewriting rules. If σs : Xs → Xs is a family of variable renamings
then σ(l) → σ(r) is a variant of l → r. The rewrite relation R−→ associated
with a TRS R is a binary relation on terms defined by t R−→ t′ if there exists
a rule l → r ∈ R, a position p ∈ O(t) and a substitution σ such that t|p ≡
σ(l) and t′ ≡ t[σ(r)]p. We call t R−→ t′ a rewrite step. We let R∗−→ denote the
reflexive transitive closure of R−→ . A TRS R is strongly normalising if there is
no infinite sequence of rewrite steps t0

R−→ t1
R−→ t2

R−→ . . . and R is confluent
(or Church-Rosser) if for any terms t, t1, t2 ∈ T (Σ, X)s if t

R∗−→ t1 and t R∗−→ t2

then there exists t′ ∈ T (Σ, X)s such that t1
R∗−→ t′ and t2

R∗−→ t′. A complete
TRS is confluent and strongly normalising.

3 Mealy Automata over Abstract Data Types

In this section we formalise a general model of a reactive system as an extended
Mealy automaton (EMA) over an abstract data type. We then introduce the
syntax and semantics of a linear time temporal logic (LTL) as a language for
expressing user requirements on EMA. Finally, we define a syntactic translation
of LTL into equations and negated equations, and establish the soundness and
completeness of this translation with respect to satisfiability.

We can model a Mealy automaton over an abstract data type as a many-
sorted algebraic structure by considering inputs, states and outputs as distin-
guished data sorts (or types). The input and output types will be typically chosen



from some well known data types such as int , string , array , list etc. that provide
a high level of data abstraction.

Definition 1. A signature (S, Σ, input , output) for an extended Mealy au-
tomaton is a four-tuple, where S = { state, s1, . . . , sn } is a sort set, Σ is an
S-sorted signature with distinguished constant and function symbols

q0 ∈ Σε,state , δ ∈ Σstate input,state , λ ∈ Σstate input,output ,

and input , output ∈ { s1, . . . , sn } are distinguished input and output types.

Definition 2. Let (S, Σ, input , output) be a signature for an EMA. An ex-
tended Mealy automaton A (of signature Σ) is an S-sorted Σ algebra A.

As usual q0A is the initial state, δA : Astate × Ainput → Astate is the state
transition function, and λA : Astate ×Ainput → Aoutput is the output function.

We define the extended state transition and output functions

δ∗A : Astate ×A∗input → Astate , λ∗A : Astate ×A+
input → Aoutput

in the usual way for any q ∈ Astate , i ∈ Ainput and j ∈ Ainput by δ∗A(q, ε) = q
and δ∗A(q, i . j) = δA( δ

∗
A(q, i), j), also λ

∗
A(q, i . j) = λA( δ

∗
A(q, i), j).

If Astate is finite then A is termed a finite state EMA , otherwise A is termed
an infinite state EMA.

Next we introduce a linear time temporal logic (LTL) that can be used to
express user requirements on EMA. For this it is necessary to integrate the
underlying data type signature Σ in an appropriate way. In the sequel we as-
sume that (S, Σ, input , output) is a given EMA signature. Let X = 〈Xs | s ∈
S − { state }〉 be any indexed family of sets Xs of variable symbols of sort s.
We assume that in ∈ Xinput and out ∈ Xoutput are two distinguished variable
symbols.

Definition 3. The set LTL(Σ, X) of all linear temporal logic formulas
over Σ and X is defined to be the smallest set of formulas containing the atomic
proposition true and all equations (t = t′) for each sort s ∈ S − { state } and
all terms t, t′ ∈ T (Σ, X)s, which is closed under negation ¬, conjunction ∧ ,
disjunction ∨ , and the next X, always future G, sometime future F, always
past G−1, and sometime past F−1 temporal operators

As usual, X(φ) denotes that φ is true in the next time instant, while G(φ)
(respectively F(φ)) denotes that φ is always (respectively at some time) true in
the future of a run. On the other hand G−1(φ) (respectively F−1(φ)) denotes
that φ was always (respectively at some time) true in the past of a run. While not
strictly necessary, including these past operators makes this LTL exponentially
more succinct, as shown in [12]. This increases the efficiency of our narrowing
model checker. We let ( φ =⇒ ψ ) denote the formula ( ¬φ ∨ ψ ), and t 6= t′

denotes ¬(t = t′). Then for example, the formula

G( (in = x) ∧ X( (in = y) =⇒ X(out = x+ y) ) )



is an LTL formula that expresses that at all times, if the current input is x and
next input is y then in two time steps from now the output will be the sum
x+y. So in this LTL we can express both control and data properties of reactive
systems.

Definition 4. Let A be an EMA, let n ∈ N, let i = i0, i1, . . . ∈ Aωinput be
an infinite sequence of inputs for A, and let ValA,α : T (Σ, X)s → As be the
valuation mapping on terms given a variable assignment α : X → A. We define
the satisfaction relation A, n, i, α |= φ for each formula φ ∈ LTL(Σ, X) by
induction.

(i) A, n, i, α |= true.

(ii) A, n, i, α |= t = t′ if, and only if, ValA,β(t) = ValA,β(t
′), where

β = α[ in 7→ in, out 7→ λA(δ
∗
A(q

0
A, i0, . . . , in−1), in)) ].

(iii) A, n, i, α |= ¬φ ⇔ A, n, i, α 6|= φ.

(iv) A, n, i, α |= φ ∧ ψ if, and only if, A, n, i, α |= φ and A, n, i, α |= ψ.

(v) A, n, i, α |= φ ∨ ψ if, and only if, A, n, i, α |= φ or A, n, i, α |= ψ.

(vi) A, n, i, α |= Xφ if, and only if, A, n+ 1, i, α |= φ.

(vii) A, n, i, α |= Gφ if, and only if, for all k ≥ n A, k, i, α |= φ.

(viii) A, n, i, α |= Fφ if, and only if, for some k ≥ n, A, k, i, α |= φ.
(ix) A, n, i, α |= G−1φ if, and only if, for all k ≤ n A, k, i, α |= φ .

(x) A, n, i, α |= F−1φ if, and only if, for some k ≤ n A, k, i, α |= φ.

A formula φ ∈ LTL(Σ, X) is satisfiable with respect to A if there ex-
ists an infinite sequence i ∈ Aωinput and an assignment α : X → A such that
A, 0, i, α |= φ.

As is well known, for every formula φ ∈ LTL(Σ, X) there exists a logically equiv-
alent formula φ′ ∈ LTL(Σ, X) in negation normal form (NNF) where negations
only occur in front of atomic subformulas. To solve LTL formulas by narrowing
we translate an NNF formula φ into a finite set S = { S1, . . . , Sn } of constraint
sets, where a constraint set Si consists of equations and negated equations. This
translation requires an additional set X = { xi | xi ∈ Xinput } of fresh variable
symbols ranging over input sequence elements.

Definition 5. Let A be an EMA, and let loopbound be the length of the longest
loop-free path in A. For each NNF formula φ ∈ LTL(Σ, X) we define the sat-
isfiability set SatSetn(φ) as a finite collection of constraint sets by structural
induction on φ.

SatSetn(t Q t′) = { { (θn(t) Q θn(t
′)) } }

where Q ∈ { =, 6= } and θn is the substitution defined by

θn = { in → xn, out → λ(δ∗(q0, x0, . . . , xn−1), xn) }



SatSetn( φ ∧ ψ ) = { Sφ ∪ Sψ | Sφ ∈ SatSetn(φ), Sψ ∈ SatSetn(φ) }

SatSetn( φ ∨ ψ ) = SatSetn(φ) ∪ SatSetn(¬φ ∧ ψ)

SatSetn( X(φ) ) = SatSetn+1(φ)

SatSetn( F(φ) ) =

loopbound⋃
k=0

SatSetn+k(φ)

SatSetn( F
−1(φ) ) =

loopbound⋃
k=0

SatSetn−k(φ)

SatSetn( G(φ) ) =

loopbound⋃
h=0

loopbound⋃
l=1

{ { xn+h+k.l+i = xn+h+i | 1 ≤ k, 0 ≤ i ≤ l − 1 }

∪{ δ∗(q0, x0, . . . , xn+h+l−1) = δ∗(q0, x0, . . . , xn+h−1) }

∪
h+l−1⋃
i=0

Si | Si ∈ SatSetn+i(φ), 0 ≤ i ≤ h+ l − 1 }

SatSetn( G
−1(φ) ) = {

n⋃
i=0

Si | Si ∈ SatSet i(φ) for 0 ≤ i ≤ n }

The translation SatSetn(φ) preserves solutions of φ as follows.

Theorem 1. Let A be an EMA, and loopbound be the length of the longest
loop-free path in A. Let φ ∈ LTL(Σ, X) be in NNF, and let n ∈ N.

(i) (Soundness of Translation) For any assignment α : X → A and input se-
quence i = i0, i1, . . . ∈ Aωinput there exists S ∈ SatSetn(φ) such that

A, n, i, α |= φ =⇒ A, β(i), α |= S,

where the assignment β(i) : X → Ainput is given by β(i)(xn) = in.
(ii) (Completeness of Translation) For any assignments α : X → A and β :
X → Ainput if there exists S ∈ SatSetn(φ) such that A, β, α |= S then there
exists an input sequence β ∈ Aωinput such that

A, n, β, α |= φ.

Thus by Theorem 1, to solve an NNF formula φ it is necessary and sufficient
to solve one of the constraint sets S1, . . . , Sn ∈ SatSet0(φ). We will consider a
method to solve constraint sets by narrowing in the next section.



4 Model Checking by Narrowing

The problem of finding solutions to a set { t1 = t′1, . . . , tn = t′n } of equations
is the well known unification problem about which much has been written (see
e.g. [1]). More generally, in the case that a set { t1 = t′1, . . . , tn = t′n, u1 6=
u′1, . . . , un 6= u′n } of equations and negated equations must be solved, this
problem is known as the disunification problem (see e.g. [4]).

Let Σ be a many-sorted data type signature and E be an equational data
type specification having a complete rewrite system R. Then the disunification
problem is complicated by the fact that we seek solutions modulo R (and hence
E) in the following sense.

Definition 6. Let R be a term rewriting system. The relation of R-conversion
denote by =R is the reflexive symmetric and transitive closure of R−→ . Let
S = { (ti Qi t

′
i) | i = 1, . . . , n, n ≥ 0, Qi ∈ { =, 6= } } be a disunification

problem. A substitution σ : X → T (Σ, X) is an R-unifier of S if for all 1 ≤
i ≤ n, if Qi is = then σ(ti) =R σ(t′i), and if Qi is 6= then σ(ti) 6=R σ(t′i). We let
UR(S) denote the set of all R-unifiers of S.

In the special case where E = R = ∅, these problems are known as syntactic
unification and syntactic disunification, and both problems are decidable. How-
ever in many important cases, both the unification and disunification problems
are undecidable. Nevertheless, these problems are semidecidable and one can
consider complete search algorithms which always terminate when a solution is
to be found. The method of narrowing gives such a complete search algorithm,
and can be used whenever the data type specification E can be represented by
a complete term rewriting system R.

The basic idea of narrowing is a systematic search of the space of possible
solutions using the rules of R. If some equation ti = t′i cannot be syntactically
unified then we can apply a substitution σ : X → T (Σ, X) to ti (or t′i) such
that the resulting term σ(ti) is not in R normal form and then reduce this in
one step. This requires unifying ti (or t′i) with the left hand side l of a rule
l → r in R, and replacing with a suitable instance of r so that a new equation
is obtained. A similar process can be applied to negated equations, and can
be iterated for all formulas until syntactic unification of the entire set becomes
possible, though the narrowing process may not terminate. If it terminates, the
resulting sequence of substitutions σk : X → T (Σ, X) can be composed together
with the final syntactic unifier θ to yield an R-unifier.

Definition 7. We say that a term t is R-narrowable into a term t′ if there
exists a non-variable position p ∈ O(t), a variant l → r of a rewrite rule in R
and a substitution σ such that:

(i) σ is a most general syntactic unifier of t|p and l, and
(ii) t′ ≡ σ(t[r]p).

We write t [p,l→r,σ]t
′ or simply t σt

′. The relation  is called R-narrowing.



The R-narrowing relation on terms can be extended to equations and negated
equations in an obvious way. A formula (t Q t′) (where Q is = or 6=) is R-
narrowable into a formula (u Q u′) if there exists a variant l → r of a rewrite
rule in R and a substitution σ such that either t [p,l→r,σ]u for some non-variable
occurrence p ∈ O(t) or t′ [q,l→r,σ]u

′ for some non-variable occurrence q ∈ O(t′).
We write (t Q t′) [p,l→r,σ](u Q u′) or simply (t Q t′) σ(u Q u′). Generalising
the R-narrowing relation still further to sets of equations and negated equations
we will write S [p,l→r,σ]S

′ or S σS
′.

We can relativise the concept of a substitution σ being more general than
a substitution τ (c.f. Section 2) to R as follows. Let V be any S-indexed fam-
ily of sets Vs of variables. We define σ ≤R τ [V ] if for some substitution δ,
δ ◦ σ(x) =R τ(x) for all s ∈ S and x ∈ Vs. Now we can discuss the soundness
and completeness of narrowing.

Theorem 2. Let S = { (ti Qi t
′
i) | i = 1, . . . , n, n ≥ 0, Qi ∈ { =, 6= } }

be a disunification problem.
(i) (Soundness of Narrowing) Let

S σ1
S1 σ2

, . . . ,  σn
Sn

be a terminated R-narrowing derivation such that Sn is syntactically unifiable
by a substitution θ. Then θ ◦ σn ◦ . . . ◦ σ1 is an R-unifier of S.

(ii) (Completeness of Narrowing) If S is R-unifiable then let ρ be any R-
unifier and V be a finite set of variables containing Vars(S). There exists a
terminated R-narrowing derivation

S σ1
S1 σ2

, . . . ,  σn
Sn

such that Sn is syntactically unifiable. Let µ be a most general syntactic unifier
of Sn then µ ◦ σn ◦ . . . ◦ σ1 ≤ ρ[V ].

The search space of narrowing is large and narrowing procedures frequently
fail to terminate. Many proposals have been made to increase the efficiency
of narrowing. One important restriction on the set of occurrences available for
narrowing, termed basic narrowing, was introduced in [11], and has since been
widely studied, e.g. [18].

A basic narrowing derivation is very similar to a narrowing derivation as
given in Definition 7 above. However, in a basic narrowing derivation, narrowing
is never applied to a subterm introduced by a previous narrowing substitution.
This condition is quite complex to define precisely, and the reader is referred to
[11].

Theorem 4 of [11] can be used to show that basic narrowing for equations
and negated equations is also sound and complete in the sense of Theorem 2.
However, for basic narrowing [11] also establishes sufficient conditions to guar-
antee termination. This property is important in test case generation, where we
need to know if a test case exists at all.



Theorem 3. ([11]) Let R = { li → ri | i = 1, . . . , n } be a complete rewrite
system such that any basic R-narrowing derivation from any of the ri’s termi-
nates. Then every R-narrowing derivation terminates.

Many examples of TRS satisfying Theorem 3 are known, including TRS for
all finite ADTs. This general termination result can be applied to establish that
basic R-narrowing yields a decision procedure for LTL model checking (i.e. basic
R-narrowing is sound, complete and terminating) because of the following new
result about the CGE symbolic learning algorithm.

Theorem 4. Let (Rstaten , Routputn ) be the output of the CGE learning algorithm
after a sequence of n observations of the I/O behavior of an EMA A. Then
Rn = Rstaten ∪ Routputn is a complete rewrite system and every Rn-narrowing
derivation terminates.

Proof. Proposition 4.5 of [14] establishes that Rn is complete. To establish ter-
mination, consider that every rule l → r ∈ Rn is ground by Definitions 3.12
and 4.4 of [14]. Hence the result is a special instance of Theorem 3 above and
Example 3 in [11].

We have constructed an implementation of model checking by basic narrow-
ing. We explain how this is integrated into learning-based testing in Section
5.

5 An LBT Architecture for Testing Reactive Systems

Learning-based testing (LBT) is a general paradigm for black-box specification-
based testing that requires three basic components:

(1) a (black-box) system under test (SUT) S,

(2) a formal requirements specification Req for S, and

(3) a learned model M of S.

Given such components, the paradigm provides a heuristic iterative method to
search for and automatically generate a sequence of test cases. The basic idea is to
incrementally learn an approximating sequence of models Mi for i = 1, 2, . . . of
the unknown SUT S by using test cases as queries. During this learning process,
we model check each approximationMi on-the-fly searching for counterexamples
to the validity of Req . Any such counterexample can be confirmed as a true
negative by taking it as the next test case. At step i, if model checking does not
produce any counterexamples then to proceed with the iteration, the next test
case is constructed by another method, e.g. randomly.

In [16], LBT was applied to testing reactive systems modeled as Boolean
Kripke structures. In this paper we consider the case where the SUT S is a
reactive system that can be modeled by an EMA over the appropriate abstract
data types, and Req is an LTL formula over the same data types. Thus we extend
the scope of our previous work to deal with both control and data by applying
new learning algorithms and model checking technology.



For LBT to be effective at finding errors quickly, it is important to use an
incremental learning algorithm. In [16] this was empirically demonstrated by
using the IKL incremental learning algorithm for Boolean Kripke structures.
However, learning algorithms for finite data types such as IKL do not extend
to infinite data types. The CGE learning algorithm of [14] was designed to im-
plement learning EMA over abstract data types. Furthermore, this algorithm is
incremental since its output is a sequence of representations R1, R2, . . . of the
hypothesis EMA M1, M2, . . . which are the approximations to S. Each repre-
sentation Ri is a complete TRS that encodes Mi as the corresponding quotient
of the prefix tree automaton. Details of this representation can be found in [14].
Furthermore, CGE has many technical advantages over IKL. For example, the
number of queries (test cases) between construction of successive approximations
Rk and Rk+1 can be arbitrarily small and even just one query. By contrast, IKL
and other table based learning algorithms usually have intervals of tens or hun-
dreds of thousands of queries between successive approximations of large SUTs.
As a consequence, model checking can only be infrequently applied.

The input to CGE is a series of pairs (i1, o1), (i2, o2), . . . consisting of a
query string ik for S and the corresponding output string ok from S. In an LBT
setting, the query strings ik come from model checker counterexamples and ran-
dom queries. Finite convergence of the sequence R1, R2, . . . to some TRS Rn
can be guaranteed if S is a finite state EMA (see [14]) and the final hypothesis
automaton Mn is behaviorally equivalent with S. So with an increasing number
of queries, it becomes more likely that model checking will produce a true nega-
tive if one exists, as the unknown part of S decreases to nothing. By combining
CGE with the narrowing model checker of Section 4, we arrive at a new LBT
architecture for reactive systems shown in Figure 1.

Figure 1 illustrates the basic iterative loop of the LBT architecture between:
(i) learning, (ii) model checking, (iii) test execution, and (iv) test verdict by an
oracle. This iterative loop is terminated by an equivalence checker. This compo-
nent can be used to detect that testing is complete when the SUT is sufficiently
small to be completely learned. Obviously testing must be complete by the time
we have learned the entire SUT, since model checking by narrowing is solution
complete. The equivalence checker compares the current model representation
Rk with S for behavioural (rather than structural) equivalence. A positive result
from this equivalence test stops all further learning, after one final model check
of Rk searches for any residual errors. In practical applications of LBT technol-
ogy, real world SUTs are usually too large to be completely learned. It is this
pragmatic constraint that makes incremental learning algorithms necessary for
scalable LBT. In such cases the iterative loop must ultimately be terminated by
some other method such as a time constraint or a coverage measure.

Figure 1 shows that the current model Rk is also passed from the CGE
algorithm to the basic narrowing model checker, together with a user requirement
represented as an LTL formula φ. This formula is fixed for a particular testing
session. The model checker uses Rk to identify at least one counterexample to φ
as an input sequence ik+1 over the underlying input data type. If φ is a safety



formula then this input sequence will usually be finite

ik+1 = ( i1, . . . , ij ) ∈ T (Σ)∗input .

If φ is a liveness formula then the input sequence ik+1 may be finite or infinite.
Since infinite counterexamples to liveness formulas can be represented as infinite
strings of the form x yω, in this case ik+1 is truncated to a finite initial segment
that would normally include at least one execution of the infinite loop yω, such
as ik+1 = x y. Observing the failure of infinite test cases is of course impossible,
and the LBT architecture implements a compromise solution that executes the
truncated input sequence only, and issues a warning rather than a definite test
failure.
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Fig. 1. A Learning-based Testing Architecture for Reactive Systems

If the next test case ik+1 cannot be constructed by model checking then
in order to proceed with iterative testing a random input string generator (see
Figure 1) is used to generate ik+1. During this random generation process, any
random string that has been used as a previous test case is discarded to avoid
redundant replicate tests.

Thus from one of two possible sources (model checking or random generation)
a new test case ik+1 is constructed. Figure 1 shows that this new test case
ik+1 is then executed on the SUT S to yield an actual output sequence ok+1 =
o1, . . . , oj . The pair ( ik+1, ok+1 ) is then passed to an oracle to compute the
k + 1-th test verdict.

The oracle we have developed for this LBT architecture is more powerful
than the one described in [16], and is based on the following two step process.



Step 1. A test verdict can often be derived quickly and simply by computing
a predicted output pk+1 = p1, . . . , pj obtained by simulating the behavior of
Mk on ik+1. This is easily derived by applying the TRS Rk to rewrite the input

string ik+1 into its normal form, i.e. ik+1
Rk−→
∗
pk+1 . Recall that Rk is a complete

TRS, so this normal form is always well defined. We then implement a simple
Boolean test ok+1 = pk+1. If this equality test returns true and the test case ik+1

was originally a finite test case then we can conclude that the test case ik+1 is
definately failed, since the behaviour pk+1 is by construction a counterexample
to the correctness of φ. In this case we can decide to stop testing. If the equality
test returns true and the test case ik+1 was finitely truncated from an infinite test
case (a counterexample to a liveness requirement) then the verdict is weakened to
a warning (but testing is not stopped). This is because the most we can conclude
is that we have not yet seen any difference between the observed behaviour ok+1

and the incorrect behaviour pk+1.

Step 2. If the Boolean test ok+1 = pk+1 in Step 1 returns false then more
work is needed to determine a verdict. We must decide whether the observed
output ok+1 is some other counterexample to the correctness of φ than pk+1.
This situation easily occurs when the requirement φ is a loose specification of
the SUT behavior, such as a constraint or value interval. In this case we can
evaluate the requirement formula φ instantiated by the input and actual output
sequences ik+1 and ok+1 to determine whether φ is true or false. For this we
perform a translation similar to SatSet0(φ) but with the variables xn and out
instantiated by the appropriate components of ik+1 and ok+1 respectively. We
then evaluate all resulting sets of variable free equations and negated equations
by rewriting. By Theorem 1, this approach will produce a correct verdict if ok+1

is a counterexample to φ.
Note that while Step 1 was already described in [16], Step 2 is an additional

and more powerful step made possible by the translation of LTL into equational
logic, and the use of term rewriting to implement the latter.

When the conditions of Theorem 3 are satisfied by the underlying data type
then the LBT architecture of Figure 1 can be proven to terminate since the CGE
algorithm correctly learns in the limit and basic narrowing is terminating and
solution complete. A detailed analysis of this property will be published in an
extended version of this paper. The argument is similar to that presented in [16].

6 A Case Study of LBT for Reactive Systems

Since the overhead of model checking an EMA by narrowing is high, it is im-
portant to study the performance of our LBT architecture in practice using case
studies. Now many communication protocols can be modeled as EMA computing
over (freely generated) symbolic data types. Thus the LTL decidability results
of Section 4 apply to this class of examples.

The Transmission Control Protocol (TCP) is a widely used transport pro-
tocol over the Internet. We present here a performance evaluation of our LBT



architecture applied to testing a simplified model of the TCP/IP protocol as the
11 state EMA shown in Figure 2.
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Fig. 2. TCP Mealy Machine Model

In this performance evaluation, we considered the fault detection capability
of LBT compared with random testing. A coverage comparison of learning-based
testing with random testing is for example [21], which even considers the same
TCP case study. The methodology for comparison was to start from the concrete
model of TCP in Figure 2 and consider a variety of correctness requirements as
LTL formulas (including use cases). We then injected transition mutations into
the SUT which falsified each individual requirement separately. In this way,
several different kinds of bugs were introduced into the protocol model, such
as mutating the input/output on transitions, adding extraneous transitions or
states and so on. Some of these artificial mutations reflect realistic defects that
have been discovered in several TCP/IP implementations [10].

Below we informally define five requirements on the TCP/IP protocol and
give an LTL formalization of each.



1. Use case. Whenever the entity receives an active_open and sends out a SYN,
the entity will send out a SYNACK if it receives a SYN, or send out an ACK
if it receives a SYNACK, and send nothing when receiving other inputs.

G( (in = active_open ∧ out = syn)→

X((in = syn→ out = synack) ∧ (in = synack→ out = ack)) )

2. Use case. Whenever the entity receives an active_open and sends out a SYN
and then receives a SYNACK, the entity will send out an ACK and then
will send out an ACK if it receives a FIN.

G( (in = active_open ∧ out = syn ∧X in = synack)→

(X out = ack ∧X2 (in = fin→ out = ack)) )

3. Use case. Whenever the entity performs the IO (active_open, SYN ) and
receives SYNACK followed by FIN it will send out ACK followed by ACK
and then send out FIN if it receives CLOSE.

G( (in = active_open ∧ out = syn ∧X in = synack ∧X2 in = fin)→

(X out = ack ∧X2 out = ack ∧X3 (in = close→ out = fin)) )

4. Whenever the entity receives a close and sends out a FIN, or receives a FIN
and sends out an ACK, the entity has either sent a passive_open or received
an active_open before, and either sent or received a SYN before.

G( ((in = close ∧ out = fin) ∨ (in = fin ∧ out = ack))→

(F−1 (in = pass_open∨ in = active_open)∧F−1 (in = syn∨ out = syn)) )

5. Whenever the entity performs the IO (FINACK, ACK ) it must have received
or sent SYN in the past and performed the IO (close, FIN ) in the past.

G( (in = finack ∧ out = ack)→

(F−1 (in = syn ∨ out = syn) ∧ F−1 (in = close ∧ out = fin)) )

6.1 Results and Analysis

To compare LBT with random testing on the TCP/IP stack model, we measured
two related parameters, namely: (i) the time tfirst (in seconds), and (ii) the total
number of queries (i.e. test cases) Qfirst needed to first discover an injected error
in the SUT. To conduct random testing, we simply switched off the CGE and
model checker algorithms. The performance of LBT is non-deterministic due to
the presence of random queries. Therefore each value of tfirst and Qfirst is an
average obtained from over 1000 LBT runs using the same injected error.



Requirement Random Testing LBT
Qfirst tfirst(sec) Qfirst tfirst(sec) MCQ RQ Hyp_size

Req 1 101.4 0.11 19.11 0.07 8.12 10.99 2.2
Req 2 1013.2 1.16 22.41 0.19 9.11 13.3 2.8
Req 3 11334.7 36.7 29.13 0.34 10.3 18.83 3.1
Req 4 582.82 1.54 88.14 2.45 23.1 65.04 3.3
Req 5 712.27 2.12 93.14 3.13 31.8 61.34 4.1

Table 1. Random testing versus LBT: a performance comparison

The results of testing the requirements Req1 to Req 5 are listed in Table 1.
Note that Qfirst is the combined sum of the number of model checking queries
MCQ and random queries RQ. These are also listed in columns 6 and 7 to
provide deeper insight into the strengths and weaknesses of our method. In
the final column, Hyp_size is the state space size of the learned hypothesis
automaton at time tfirst. Since Hyp_size is always considerably less than 11
(the state space size of our SUT), this confirms the advantages of using an
incremental learning algorithm such as CGE.

We wish to draw two main conclusions from Table 1.
(i) At the level of logical performance, (comparing Qfirst for LBT against

Qfirst for random testing) we see that LBT always finds errors with significantly
fewer test cases ranging between 0.25% and 18% of the number required by
random testing. Therefore, if the overheads of model checking and learning can
be reduced then LBT also has the potential to outperform random testing in
real-time performance.

(ii) At the level of real-time performance (comparing tfirst for LBT against
tfirst for random testing) we see that LBT is often but not always significantly
faster than random testing, ranging between 0.9% and 160% of the time required
by random testing. This reflects the actual real-time overhead of performing both
model checking and learning for the SUT and each requirement.

Looking more closely at the results for Reqs 4 and 5, where LBT is somewhat
slower than random testing, we can gain deeper insight into these real-time
performance issues. For Reqs 4 and 5 both the values MCQ and the ratios
RQ/MCQ are significantly higher than for Reqs 1, 2 and 3. In these cases,
basic narrowing is performing a large number of constraint solving tasks on
unsatisfiable sets of constraints. However, basic narrowing fails very slowly when
no solutions can be found. After this, random test cases are applied to proceed
with the task of learning the SUT, but these do not necessarily test the actual
requirements.

These preliminary results are nevertheless promising, and based on them
we make some suggestions for how to further improve narrowing in Section 7.
Thus we can improve the overall real-time performance of our current LBT
architecture to achieve a real-time performance closer to the logical performance.
It should also be pointed out that as real-time measurement involves factors such



as efficiency of implementation, there exists further scope for improvement on
the implementation level.

7 Conclusions

In this paper we have shown how a model checker based on narrowing can be
combined with a symbolic automaton learning algorithm such as CGE to give
a new architecture for black-box specification-based testing using the learning-
based testing (LBT) paradigm. We have benchmarked this LBT architecture
against random testing, and shown that it compares favorably, with the potential
for future improvement.

The results of Section 6.1 suggest that a pure narrowing procedure could
be significantly improved by interleaving it with theorem proving techniques to
detect unsatisfiability. This is because counterexamples to correctness may be
sparse, in which case narrowing fails very slowly. Term rewriting could be applied
to this problem too. Furthermore, it is known that basic narrowing modulo
theories is incomplete and suggestions such as the variant narrowing of [7] could
be considered. Finally, we observe that the CGE algorithm does not currently
learn infinite state Mealy automata, and this is another extension of our work
that must be considered for EMA.
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