
HAL Id: hal-01583664
https://inria.hal.science/hal-01583664v1

Submitted on 7 Sep 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Always Best (dis-)Connected: Challenges to
Interconnect Highly Heterogeneous Networks

Daniel Rodríguez-Fernández, Isaias Martinez-Yelmo, Ellen Munthe-Kaas,
Thomas Plagemann

To cite this version:
Daniel Rodríguez-Fernández, Isaias Martinez-Yelmo, Ellen Munthe-Kaas, Thomas Plagemann. Al-
ways Best (dis-)Connected: Challenges to Interconnect Highly Heterogeneous Networks. 9th
Wired/Wireless Internet Communications (WWIC), Jun 2011, Vilanova i la Geltrú, Spain. pp.410-
421, �10.1007/978-3-642-21560-5_34�. �hal-01583664�

https://inria.hal.science/hal-01583664v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Always best (dis-)connected: challenges to interconnect
highly heterogeneous networks

Daniel Rodrı́guez-Fernández1, Isaias Martinez-Yelmo1,2, Ellen Munthe-Kaas1, and
Thomas Plagemann1

1 Department of Informatics, University of Oslo
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Abstract. Wireless networks enable mobility, multihoming, and Delay Tolerant
Networks. In such networking environments, the principles of the Internet, i.e.,
the end-to-end principle and the combination of location and identification in IP
addresses, cannot be applied. In this paper, we propose a scalable application
centric approach for mobility and multihoming that is able to interconnect highly
heterogeneous networks where the networks may belong to different network-
ing paradigms, e.g., IP based and Delay Tolerant Networks. Applications and
users that aim to communicate, form communities. Community members might
together have several network technologies available, and the community layer
manages internetworking information for the members to seamlessly integrate
these. Networking adaptation layers are used to provide a common interface for
the different networks to the community layer. Addressing is based on names,
cryptographic identifiers, and network locators and such that identifiers can also
be created in infrastructure-less and disconnected situations.

1 Introduction

Mobile devices with multiple wireless networking capabilities, like IEEE 802.11, 3G
and Bluetooth, have become mainstream devices in the recent years, and their popu-
larity will increase also in the future. Applications running seemingly smoothly over
these different networks give the impression that the Internet architecture is well suited
for future wireless and mobile computing. Unfortunately, this impression is not correct.
Basic mobility support required a patch to the Internet architecture, i.e., Mobile IP. Mo-
bile IP enables the user to be reachable via the same IP address while roaming, through
the help of a Home Agent. Since the Home Agent is a part of the network it conflicts
with the fundamentals of the Internet architecture, i.e., the end-to-end principle. The
basic problem that causes this conflict is the fact that IP addresses are used as locators
and identifiers at the same time. The combination of identification and location causes
also substantial problems for seamless integration of different networking technologies
at the end host, i.e., for multihoming, because each network interface requires its own
IP address. There are several ongoing efforts in the IETF to develop new patches to the



Internet architecture to handle multihoming, but so far no solution has been adopted
and is mature enough.

Another challenge to the Internet architecture is introduced by Mobile Ad Hoc Net-
works (MANETs) and Delay Tolerant Networks (DTNs). DTNs are infrastructure-less
networks, which are so sparse that end-to-end connections cannot be established. There-
fore, DTNs apply the store-carry-forward principle, i.e., nodes carry messages for some
time until they meet other nodes that can be used to forward the message one hop. Ob-
viously, such an approach is contradicting to the end-to-end principle and IP cannot be
used in DTNs. Thus, DTNs represent a new networking paradigm and are clearly sepa-
rated from MANETs. MANETs are also infrastructure-less networks, but they obey the
end-to-end principle and are based on IP. In MANETs, it is assumed that route breaks
caused by mobility can be quickly fixed through discovery of new routes and re-routing.
We believe that the strong separation between MANETs and DTNs is wrong, because
both network types are infrastructure-less and are used either due to necessity, i.e., no
network infrastructure exists, or due to the explicit choice of the user. Examples for
the first case include sensor networks for wildlife and environmental monitoring, emer-
gency and rescue operations in areas with destroyed infrastructure, and also military
applications. Examples for the second case include Vehicular Networks which do not
want to rely on cellular networks like 3G due to the unacceptable end-to-end delay be-
tween neighbouring vehicles, and social content distribution networks that either want
to save money (roaming costs) or want to establish a network that nobody can control,
like floating content [1]. The question whether MANETs or DTNs should be deployed
in a certain setting depends on the density and mobility of the nodes. MANETs might
become quickly partitioned and nodes in DTNs might be close enough to each other
to form a MANET with end-to-end connection. Multihoming and a seamless integra-
tion of the different networking paradigms would enable applications that are always
best (dis-)connected in highly heterogeneous networks. Therefore, full advantage and
resource optimisation of available communication capabilities from underlying layers
could be obtained for applications and services in any network (dis-)connected node.

The contributions of this work comprise the identification of the challenges intro-
duced by mobility, multihoming and different network paradigms and a proposal to
address these challenges. One of the main characteristics of our proposal is that it is
application and user centric compared to related network centric solutions.

The rest of the paper is structured as follows. In Section 2, we detail the challenges
that mobility and multihoming over highly heterogeneous networks present. The state
of the art in mobility, multihoming and heterogeneous internetworking is discussed in
Section 3. In Section 4, we present our proposal for solving the aforementioned prob-
lems. Section 5 concludes the paper, discussing the differences between the proposed
approach and related work, and pointing out our future work.

2 Challenges

The proliferation of wireless technologies has broken many of the assumptions made
in the design of the current Internet. On the one hand, the Internet was designed with a
much more reliable wired network in mind, so some protocols as TCP may be inefficient



for wireless communication. On the other hand, wireless technologies have facilitated
node mobility and multihoming through the access to different network technologies,
such as e.g. IEEE 802.11, Bluetooth, and 3G. These two novelties have revealed a fun-
damental problem in the design of IP, i.e. the dual role of the IP address, which acts as
node identifier and network locator. Due to this design issue, IP cannot provide native
support for node mobility and multihoming. In Section 3, we present several approaches
for identifier and locator split, which in turn introduce many new problems.

The application of wireless technologies has pushed to the limits the utilisation of
networking technologies. In so-called challenged networks [2], it is necessary to deal
with long delays and network disruptions, breaking some of the fundamental assump-
tions made during the Internet protocol suite design. In such networks, it is not possible
to rely on the classical end-to-end principle widely used in the Internet. This has caused
the apparition of a new networking paradigm, i.e. DTN. In this section we describe the
challenges that arise from the conjunction of mobility and multihoming support when
internetworking highly heterogeneous networks that might be based on different net-
working paradigms.

Wireless technologies have inherent problems which are not usually observed in
wired networks. The transmission medium causes a higher probability of transmission
errors due to interferences or collisions when several nodes try to transmit in a free
transmitting slot. These effects are caused by the existing limitations in the wireless
medium and can consequently not be removed. In addition, such undesirable effects
might be increased by other phenomena such as hidden nodes. Since these effects were
not taken into account in the design of the Internet protocol suite, the usage of TCP/IP
on wireless technologies leads to a suboptimal utilization of the available resources.
The current layered approach of the Internet does not offer enough flexibility to take
full advantage of the available resources. This has resulted in a number of different
cross-layering optimisation proposals [3].

Wireless technologies have enabled device mobility. At the same time, the diversity
of wireless technologies has caused the proliferation of multihomed devices, i.e., de-
vices which can use more than one wireless technology to communicate. Neither host
mobility nor host multihoming are supported in the current IP. This is due to a funda-
mental architectural problem of the current Internet, where IP addresses have a dual role
as both host identifiers and network locators. At the application and transport layers, IP
addresses are used to identify a host, so all information flows are attached to them. At
the network layer, IP addresses are network locators, indicating points of attachment to
the network. In order to achieve global scalability, IP addresses are aggregated reflect-
ing the hierarchical organisation of the network. Therefore, if host mobility causes a
change in the point of attachment to the network, the host appears as a different node to
the rest of the network. In this case, the host should reset the information flows in or-
der to continue with the communication. A similar problem comes from multihoming,
where a host appears as different nodes to the network. The hosts should decide upfront
which IP addresses to use for communication. In order to provide native support in the
network layer for mobility and multihoming, there are many proposals that rely on the
separation of the roles that the current IP address possesses. In Section 3, we describe
some of those approaches.



The Internet was designed to interconnect sub-networks, which may have different
underlying networking technologies. During the design of the Internet, the end-to-end
principle was proposed, where complexity is moved to the hosts, while the network
is kept as simple as possible. The end-to-end principle works fine in presence of con-
stant end-to-end connectivity, low probability of error, and small end-to-end delays.
However, the end-to-end principle cannot be successfully applied in all kinds of net-
works, e.g. in challenged networks [2]. Such networks require a different networking
paradigm, i.e. DTN. This is based on the store-carry-forward principle, where the inter-
mediate nodes need to play a much more important role than in the Internet. It should
be noted that from the DTN perspective, node mobility and multihoming could be con-
sidered more as an opportunity than as a challenge, since they allow new alternative
paths to deliver information if they are properly handled.

The internetworking of heterogeneous networks is a complex problem that poses
many issues. According to [4], networks can vary in type of service, routing and for-
warding protocols, addressing scheme, packet size, support for QoS, flow and conges-
tion control, security, accounting, etc. An internetworking solution needs to take into
account all the differences. In this paper, we also consider the integration of different
networking paradigms, i.e. IP networks and DTNs, which adds additional challenges.
The internetworking should be aware of the networking paradigm of the underlying net-
works and perform according to them. For example, in order to provide interoperability
between the Internet and a DTN, the internetworking system should be able to work in
DTN mode, avoiding or replacing the usage of the end-to-end principle.

Current mobility and multihoming solutions relying on IP may not work properly
over DTNs since IP assumptions are incompatible with the DTN paradigm. Any solu-
tion should nonetheless take into account all challenges that emerge when the identifier-
locator split is done. The mapping between identifiers and locators must also work in
DTN mode. One issue is that, at times, it may not be possible to update the mapping
information due to network partitions. Thus, the mapping system should be able to
work with partial knowledge. On the other hand, the mobility of nodes could be benefi-
cial since node mobility may allow communication among otherwise isolated partitions
(akin to message ferrying).

In the following section, we present the state of the art of solutions that consider
some of the aforementioned challenges.

3 State of the art

In Section 2, we introduced the problems that the current IP has due to the dual role
of the IP address. Unfortunately, IPv6 does not offer a native solution, having the same
problems as IPv4. There has been an effort at the IETF to give solutions to issues like
mobility, multihoming, security, etc. However, instead of providing a general solution,
each of these solutions focuses on a specific challenge, leading to incompatible partial
solutions. A network based solution for multihoming is LISP [5]. LISP does not re-
quire modifications on the hosts, only on network routers. The problem with LISP is
that it presents scalability issues when deployed on the Internet. Other proposals are
host based, requiring modifications only on hosts and a few nodes in the network. This



is the case of Mobile IP (MIP) [6, 7], SHIM6 [8], and HIP [9], which target mobility,
multihoming and security, respectively, but with extensions that can be used to solve
other issues. HIP provides a clear solution, not just to security but also to mobility
and multihoming. HIP adds a new layer between network and transport, and introduces
a new cryptography-based identity namespace. Identities are composed by a public-
private key pair, where the public key is used as host identifier (HI). Upper layers use
HIs, while IP continues using IP addresses which maintain their topological informa-
tion. All these approaches are designed to solve problems of IP (IPv4 or IPv6), trying to
patch the current Internet rather than giving new architectural designs. All assume that
IP is used as network protocol. Thus, they are making the same assumptions as IP.

In parallel, the IETF DTN-RG has proposed the Bundle Protocol (BP) [10, 11],
which aims to provide a general solution to DTN. The bundle protocol creates an over-
lay composed by BP agents that interconnect different DTN regions. A convergence
layer is used to encapsulate the native network stack of each region. Security is an op-
tional extension defined in [12]. The naming proposal is intentional naming [13]. It is
very flexible, but it is unclear how to do routing and how to support multihoming and
mobility. BP has been criticised that it lacks reliability and error detection support, re-
lies on synchronised time among BP agents, lacks a clear naming scheme, and lacks
support for application requirements [14].

There has also been a significant amount of effort on the definition of the Future In-
ternet. Many of the proposals give a clean slate design, reviewing the fundamental prin-
ciples of the Internet. A general survey in the area can be found in [15]. Due to space
limitations we can mention only a few of them. The Ambient Networks [16] propose
a flexible framework to create the so-called ambient networks, which are formed spon-
taneously by the nodes that have some access to networking technology. The project
aims to fulfil the always best connected vision [17]. The proposal of SpoVNet is also
interesting, by providing a generic framework to create overlays. The internetworking
functionality is provided by the Underlay Abstraction, described in [18]. However, nei-
ther Ambient Networks nor SpoVNet consider the problems that may arise from the
integration of DTN. Despite the large amount of work, there are not many proposals
that consider the problem of internetworking of highly heterogeneous networks, where
different networking paradigms need to be integrated.

PONA [19] proposes a separation layer that performs the ID-locator split at different
levels, allowing host, user, and data IDs. It proposes a hierarchy of realms that reflects
logical organisations, e.g. administrative or commercial organisations. A hierarchy of
connectivity zones reflects the physical network connectivity. PONA does not propose
a specific ID definition, allowing different types depending of the type of realm. It also
allows users to specify requirements by providing policies. This vision also allows the
possibility of supporting DTN relying on the realm structure.

MEDEHA/HENNA [20, 21] is a proposal for internetworking of highly heteroge-
neous networks. It can interconnect infrastructure networks and MANETs, and also can
work in a DTN-like mode. MEDEHA was originally designed to work over IPv4. How-
ever, HENNA provides an ID-locator split which can be used to enhance MEDEHA.
HENNA provides support for IPv4, IPv6 and DTN network locators. It works in a sim-
ilar way to MIP, extending it to support DTN. The Location and Management Server



(LMS) plays a similar role to the Home Agent on MIP. HENNA has two main prob-
lems: (1) its lack of support for multihoming, allowing just one network locator for each
node identifier, and (2) the construction of the identifiers. Node IDs are constructed by
concatenating the LMS locator on the Internet and a local label managed by the LMS.
This causes many security and scalability problems. HENNA makes many assumptions
about the LMSs, which should be static and publicly available at all times. Further-
more, the node IDs depends on a specific locator (IP address) of the LMS. Thus, the
ID-locator split problem still remains at the LMS level (e.g. making impossible to ex-
ploit LMS multihoming).

The Phoenix architecture [22] aims to fulfil the communication requirements after a
disaster, on a so-called Day After Network (DAN). The idea of such networks is to inte-
grate all available communication means after a disaster and use them to offer services
to the rescue team, victims of the disaster, etc. The proposal relies on two protocols: the
Phoenix Interconnectivity Protocol (PIP) which enables the creation on islands of con-
nectivity though heterogeneous networks, and the Phoenix Transport Protocol (PTP)
which enables delay tolerant communication between partitions. The proposed naming
system is based on roles, such as firemen, police, etc. However, apart from the project
description, there is not much information available about these two protocols.

4 Community Internetworking

In this section we present our proposal to solve the challenges presented in Section
2. In order to take full advantage of present and future networking heterogeneity, it is
necessary to consider the following requirements. Firstly, it is vital not to make strong
a priori assumptions about the underlying networks. Consequently, the internetworking
system needs to be aware of the characteristics of these networks, by some kind of
network description and corresponding ontology. The internetworking further needs
to be aware of the changing status of the network and the nodes resources. It is also
necessary to support node multihoming and mobility. An application should be allowed
to influence the internetworking, describing the service that it expects from the network.
Finally, security should be a main concern of the internetworking system.

Taking into account the aforementioned requirements, we propose community in-
ternetworking. The basic idea behind our proposal is to provide internetworking to a set
of nodes that want to communicate with each other. This set of nodes is called commu-
nity in our proposal. The nodes that compose a community may have access to several
heterogeneous networks, so the community should handle this heterogeneity in order
to perform the internetworking. Multihoming over highly heterogeneous networks can
cause an explosion in routing information management, since nodes may be accessible
though several networking interfaces. In order to avoid scalability issues, we propose
that instead of managing all nodes in each network, just the community members are
taken into account in each community. This allows performing a more sophisticated in-
ternetworking, because much less information needs to be managed. The communities
are created to reflect a permanent or temporal relationship among the nodes that form
them. The relationship can, e.g., reflect an organisation or a social network. It also can
be created to support requirements of an application, as, e.g., a video streaming commu-
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Fig. 1. (a) Community Internetworking example, and (b) Community Layer scheme

nity or a content sharing community. Another example can be a Personal Area Network,
where the community integrates all the communicating devices currently used by a user
(laptop, phone, PDA, etc.). We assume that the community receives a set of policies
that reflects the requirements of the application and user. These policies determine the
behaviour of the community. Node mobility and multihoming are supported through an
identifier-locator split described in Section 4.1. Figure 1(a) illustrates how community
internetworking reduces the size of the problem, as just the nodes that are members of
the community are considered in the internetworking.

Our proposal relies on three main abstractions: node, networking substrate, and
community. The node represents a device that has access to one or more networking
substrata, and can be member of one or more communities.

The community abstraction represents a group of nodes that cooperate in order to
fulfil some common objectives. Communities are formed to support the high level re-
quirements of applications and users. These policies will be used to manage the com-
munity internals. Each community should perform the internetworking of its members
over different networking substrata.

Finally, the networking substrate represents any kind of legacy or future network.
Our proposal aims for minimising the assumptions about the internal characteristics of
the networking substrata, which is just assumed to be able to provide some basic net-
working functionalities, such as transmission of packets and some kind of addressing.
Thus, this abstraction can wrap many different types of networks, ranging from com-
plex network overlays to simple communication services such as SMS, including direct
communication over link layer protocols. The current Internet is one possible instance
of a networking substrate. In order to be able to use the different networking substrata,
we place on top of each of them a Networking Substrate Adaptation Layer (NSAL).
The NSALs provide a common API to the communities by using the native primi-
tives of each networking substrate. NSAL is further described in Section 4.4. However,
the common NSAL API is not enough to perform a proper internetworking, it is also
necessary to know the internal properties (addressing scheme, type of service, etc.) of
each networking substrate. We obtain such knowledge from a self-description of the
networking substrate, which is one of the key services provided by the NSAL.



4.1 Name-Identifier-Locator

Our approach for ID-locator split identifies three main entities: name, identifier, and
network locator. Names constitute a high level abstraction, which can be resolved into
identifiers, which are used to uniquely identify nodes and communities. Identifiers are
mapped to the network locators that the nodes have on each of the networking substrata.
The namespaces for names, identifiers and network locators are independent of each
other.

Our proposal does not require names to be of a specific type. We believe that de-
pending on the specific situation, different name systems might be used. The only req-
uisite is that it must be possible to resolve names into identifiers. Two examples of name
systems could be the fully qualified domain names provided by DNS, or the role based
naming proposed in [22].

Network locator spaces are defined by each networking substrate. They may have
meaning only inside the network substrate. For example, IPv4 and IPv6 would use IPv4
and IPv6 addresses respectively, while a DTN may use another type of network locators
such as, e.g. GPS coordinates in geographic based DTN routing.

The common namespace for all the communities and nodes is the identifier name-
space. We propose the usage of cryptographic based identifiers similar to what HIP
proposes [9]. The identifiers are the public part of an identity, which is a public-private
key pair. In our proposal, both nodes (hosts) and communities are associated with at
least one identity, and therefore an identifier. Cryptographic identifiers have the follow-
ing advantages: (1) They offer support for security and (2) can be auto-generated by
each entity. In addition, (3) they are totally independent of names and network locators.

At the same time, they introduce some challenges since such identifiers do not pro-
vide any information about the location of the entities in the network substrata. Hence,
we need a system that maps the identifiers to network locators in order to be able to
start any communication with a node or community. An issue that arises from the usage
of identifiers is privacy. In our proposal, nodes can have one or more identities. A node
with two identities would appear to the rest of nodes as two different nodes.

4.2 Community Layer

The implementation of the community internetworking functionality is done in the com-
munity layer. As shown in Figure 1(b), this layer is introduced between layer 3 and layer
4. Nevertheless, the network substrate definitions allow the coexistence of very differ-
ent networking substrata, ranging from link layer network technologies to complete
protocol stacks. The community layer maintains on each node a registry that contains
information about: (1) its identities, (2) its NSALs, and (3) the communities that the
node is member of. The community layer is also responsible for coordinating the utili-
sation of shared resources on the node by different communities. The communities may,
for example, have a priority that could be used to organise the usage of these resources.

As shown in Figure 1(b), a cross-layering information sharing component gives
access to information from other components of the system. In order to achieve aware-
ness, nodes, communities and networking substrata should be able to give a description
of their characteristics. In addition to this description, information about the status of



the networking substrata and the node internal resources is needed. For this purpose, a
monitoring framework component will be used. The monitoring framework is in charge
of performing measurements about the status of nodes and networking substrata. This
component is shared by all communities, leading to an efficient utilisation of the re-
sources. For instance, if several communities require the same type of measurements,
they need to be performed only once.

4.3 Community Management

Each node can create communities. We assume that, when a community is created, it
is provided with a set of policies that reflects the preferences of an application or user.
Community management and internal routing will be done according to those policies.
The ownership of a community is given by the ownership of the private key of the
community identity. The node that creates a community is therefore its owner. The
owner may either delegate to other community members management responsibilities,
or share the private key with other members of the community. This is decided by the
community policies.

Another way to become member of a community is joining an existing community.
Nodes can apply for joining a community, or they can be invited to join it. In both cases,
community membership policies are checked before membership is granted.

The communities maintain the mapping between the identifiers of its members and
their network locators within the different networking substrata. This mapping is per-
formed by the mapping manager component. The implementation of this component
depends of the community. For instance, in a small size community that should deal
with disruptions, each node may maintain its own local copy. In a larger community
where nodes are accessible through stable networks, the mapping manager may be im-
plemented in a different form, e.g. by a distributed hash table, in order to achieve better
scalability.

The inter-community routing is performed according to the community topology.
This can be extracted from the mapping manager of each community. The selection
of the next hop inside of the community is done by using the routing policies of the
community. In this process, the NSAL and the network locators that will be used are
selected. This last process might be too heavy for a per-packet processing. Thus, it may
be possible to use a per-flow processing, where a temporal state about the open com-
munication flows is used. This state may react to changes in the community topology
and modify the next hop of the flow. Each hop at the community level may be done in a
different networking substrate. This hop inside of a network substrate may potentially
require more than one internal hop, which will be managed by the native routing and
forwarding mechanisms of the networking substrate.

Communities might also consider the case when none of the available networking
substrata can be used to send data to the destination. This could for example occur when
nodes do not have a DTN substrate. In this case the community might decide, based on
the community policies, to provide some basic DTN support, e.g. buffering data. The
behaviour of this DTN support would be managed by the community policies.



4.4 Networking Substrate Adaptation Layer

The networking substrate provides a generic abstraction for any kind of legacy network.
This allows the community layer to handle highly heterogeneous networks. There may
be large differences between the technology, protocols, addressing, and even network-
ing paradigm of the networking substrata. In order to reduce the complexity required at
the community layer, we introduce the Networking Substrate Adaptation Layer, which
wraps a particular networking substrate and provides a set of services though a com-
mon API to the community layer. One of the key elements is the networking substrate
description. We assume a network definition language that can be used to communicate
the networking substrate properties to the community layer. The last may be done by a
network definition ontology.

The services provided by the NSAL API include services to (1) send data and (2)
receive data, (3) resolve names to identifiers, and (4) resolve identifiers to network loca-
tors. These two functions can be combined to find communities by using a networking
substrate. The first is used to, given a name, resolve the identifier of a node or a commu-
nity, while the second is used to, given an identifier, resolve network locators to a node
or a community in the networking substrate. And finally, (5) request a description of the
properties of the path to the destination in the network substrate. The path description is
used by the community layer to identify the best network substrate to forward data to.
To implement the name-to-ID and ID-to-locator resolve services, the adaptation layer
will use the native services offered by the network substrate, if available. For example,
an IP NSAL could use DNS, while a DTN NSAL may use an epidemic dissemination.
The send and receive services are mapped to the native send and receive primitives of
the network substrate.

5 Conclusions

In this paper we present community internetworking, which is our proposal to support
mobility and multihoming in highly heterogeneous internetworking. The basic idea be-
hind our proposal is to provide internetworking just to the nodes that need to participate
in a communication, following an application and user centric approach compared to
other networking centric approaches. This decision reduces the size of the problem, al-
lowing a better scalability. In our approach, we define three main abstractions: node,
community, and networking substrate. A node may be member of several communities
and have access to different networking substrata. Communities manage the internet-
working among the nodes that are members of the community. The behaviour of a
community is driven by a set of policies that reflects the preferences of an application
and user. Finally, the networking substrate represents any kind of legacy or future net-
work. It is integrated into the community internetworking by a Networking Substrate
Adaptation Layer (NSAL) that offers a common API to the communities. In order to
deal with the networking substrata heterogeneity we propose that each NSAL provides
a description of the networking substrate that it wraps.

There have been several proposals to support mobility and multihoming, and to
perform heterogeneous internetworking. However, just a few approaches consider the
integration of Delay Tolerant Networking (DTN).



The DTN Bundle Protocol presents a set of problems as indicated in [14]. The
current naming system [13] is quite imprecise about how mapping and routing should
be done. Neither is there a clear way to support mobility and multihoming. Finally, the
support for the application requirements is very limited.

The vision of the Future Internet provided by PONA [19] presents many similari-
ties with community internetworking. For instance, the user requirements are specified
though policies. Realms and zones have a similar function as communities and net-
working substrata. However, our concept of community is more general since it is not
necessarily attached to an organisation. The same is the case of the networking sub-
strata, which can be used to describe, not just the connectivity structure, but almost
any kind of network, ranging from the Internet to a DTN, including MANETs. In our
proposal we also present a clear identity system and a mechanism to support legacy or
future networks by using NSAL and its network description functionality.

The MEDEHA/HENNA [20, 21] proposal for highly heterogeneous networks inter-
networking does not provide support for multihoming. Its ID-locator split scheme relies
on the locators of a global Internet (LMS locator + a local label) and introduces the same
ID-locator problems (mobility, multihoming, security) at the LMS level. Our proposal
fully separates the identifier namespace from the specific network locator namespaces,
in a similar fashion as HIP. MEDEHA/HENNA provides a limited support for the ap-
plication requirements. There is no concept similar to the community, and therefore all
the nodes need to be considered for the routing, which can lead to scalability issues.

The Phoenix architecture [22] targets DAN scenarios, while we propose a more gen-
eral internetworking approach that covers a larger type of networks. Another difference
is that Phoenix has a role based naming, whilst we propose the concept of community.
Both role and community based approaches have as a goal to provide routing scalabil-
ity. The community abstraction can be used to create role based communities, e.g. a
police community. In our approach, application requirements are specifically supported
through policies. Finally, [22] does not describe how node and network heterogeneity is
managed, while our proposal relies on the node, community and networking substrate
description, the last one provided by NSAL.

The ANA framework [23] provides very generic abstractions that can be used to im-
plement different communication paradigms. It does not define how addressing, routing,
etc. should be done, leaving this to the system designers.

Our ongoing and future work is to refine the design of the community internetwork-
ing presented in this paper and to implement a proof-of-concept prototype, for which
we are considering to use the ANA framework. We plan to focus our first experimental
studies on the integration of MANETs and DTNs.
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