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Abstract. It is expected that in future user-centric wireless network scenario the concept of dynamic spectrum
trade will provide operators with opportunities to utilize the spectrum more efficiently. Wireless market players
(both incumbent and new entrants) trade the spectrum chunks on the provide, when needed basis with the spectrum
broker. In this paper, we model the interaction between different stake-holders such as users, operators and spectrum
brokers at different hierarchical level and investigate the equilibria. We also model the utility functions of all the
stake-holders. We propose and implement the realization framework for the proposed dynamic spectrum allocation
approach using Long Term Evolution (LTE) virtualization.
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1 Introduction

The evolution of wireless communication technologies places the scarce radio spectrum as the main pillar of future
wireless communication, which in turn dictates that spectrum should be efficiently managed. The current practices
for spectrum management in any country is regulated by the governmental body (e.g., FCC in USA or ECC in Eu-
rope) and the current trend of spectrum allocation is driven by the rigid frequency distribution through auctioning.
Such spectrum allocation approaches are static and specific to the usage parameters (i.e., power, geographical scope
etc.) and usage purposes (i.e., cellular communication, TV broadcasting, radio broadcasting etc.). Although spectrum
auctions have been a success in this regard by putting essential spectrum in the hands of those who best value it.
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Fig. 1: Hierarchical position of telecommunication stake-
holders and their objectives

However, such spectrum management may not cope with
the growing and dynamic needs of spectrum, particularly
in environments, where the network selection decision is
delegated to users (user-centric paradigm) and /or where
market is shared by the small scaled new entrants such
as Mobile Virtual Network Operators (MVNO) etc. We
now make an attempt to define the spectrum inefficiency
by discussing a prevalent bidding procedures. In the cur-
rent fixed spectrum allocation scenario, the telecommu-
nication operators bid for the amount of frequencies they
are interested in, when declared winner, the bidding op-
erators are allocated with some amount of frequencies
for periods spanning over years. This dictates that the
operators frequency demands are the results of their peak
traffic planning i.e., busy hour, which represents the peak
network usage time. It should be noted that bandwidth
demands are exposed to variation not only with respect
time, but also depends on location (spatial variation).
This, in a way addresses the issue of satisfying the op-
erators’ demands and reducing the call blocking at the operator end, but at the same time it causes temporal under-
utilization in less busy periods. Hence the static spectrum allocation often leads to low spectrum utilization and results
in fragmentation of the spectrum creating white space that can not be used for either licensed or unlicensed. Thus the
potential candidate solution that one could think of is the Dynamic Spectrum Allocation (DSA) approach.

DSA can significantly improve the spectrum utilization and provide a more flexible spectrum management method
and promises much higher spectrum utilization efficiency. DSA concept brings a good news for the wireless service



providers, as the flexible spectrum acquisition gives a particular provider the chance to easily adapt its system capacity
to fit the end users demands. One could wish for situations, where solutions are not accompanied by the issues. The
DSA solution is also brings few challenges e.g., frequency interference problem and DSA implementation in user-
centric wireless communication paradigm etc. In this paper, we confine our discussion more on dynamic spectrum
allocation in user-centric paradigm, the interaction of stake-holders in the mentioned paradigm, and the related issues.
Obviously the DSA problems turns out to be more complicated, when it comes to user-centric network selection
scenarios, where the operators’ associated size of user pool is dynamic, in this case the operators are faced with two
obvious competitions. We term these competitions with respect to their positions in the telecommunication hierarchical
figure i.e., Fig 1. The competition or the interaction that takes place vertically between spectrum provider and operators
is termed as upstream competition and the competition vertically between users and operators is termed as downstream
competition. Our focus in this paper is to capture the interaction among spectrum broker, wireless service providers
and end users. Intuitively all the stake-holders in this scenario aim at maximizing their own profits (the objectives of
each stake-holders are mentioned on the respective level in the Fig 1).

2 Related Work

The concept of DSA first came up in the DARPA XG program [1], the project aims to develop, integrate, and evaluate
the technology. The emphasis is on enabling the user equipment that automatically selects spectrum and operating
modes to both minimize disruption of existing users, and to ensure operation of U.S. systems. In [2], the authors
propose a spectrum broker model that controls and provides operators the time bound access to a spectrum band.
The authors investigated spectrum allocation algorithms for spectrum allocation in homogeneous CDMA networks
and executed spectrum measurements in order to study the realizable spectrum gain that can be achieved using DSA.
Authors in [3] propose a scheme, where the spectrum manager periodically allocates short-term spectrum licenses.
The spectrum rights are traded amongst the operators for a fixed amount of time, the license for the allocated spectrum
automatically expires after the predefined time period. However, [4] assumes that the operators follow the multi-unit
auction format for the spectrum trade, where the sealed bids are submitted for the spectrum resources and the winner
operator pays the second highest price (the price of resource is assumed to be charged on per unit basis). Buddhikot
and Ryans [5] in their seminal work discuss the DSA management, where the authors focus on spectrum allocation
and pricing. The paper introduces the concept of coordinated DSA and the spectrum broker, the paper illustrates over
various allocation algorithm types e.g., online vs. batched, in addition it also highlights the notion of interference
conflict graph, and the cascading effects among brokers on blocked list. Linear programming formulation is used to
solve the problem of the spectrum allocation with feasibility constraints i.e., maximal service vs. minimal interference,
maximal broker revenue vs. max-min fairness. A deviation from the use of distributed approaches is observed in
the centralized auction based approach [6], where authors assume pairwise interference conflict graph, piece-wise
linear bidding functions, and homogeneous non-overlapping channels. The efficiency of spectrum utilization is also
addressed in European Union projects such as Dynamic Radio for IP Services in Vehicular Environments (DRiVE)
[7] and overDRiVE [8], that investigates co-existence, sharing rules with broadcast and military systems and scenarios
for a dynamic regional/temporal spectrum allocation.

2.1 Motivation

The hierarchical business model presented in Fig 1 dictates interdependency of the stake-holders i.e., the stake-holders
at the operators’ level depend on the service demands pattern from underlying common user-pool for formulating their
(operators’) spectrum demand at different times and for different geographical locations. The service demands do not
only influence the operators spectrum demands but also the operators valuation for the spectrum. On the similar lines,
the offered service prices and service quality by the operator drive the user demands, which in turn has impact on the
spectrum demands and consequently on the profit of spectrum broker and the operators. As can be seen in the Fig 1, the
consequence of such interdependency is the integration of two markets (upstream and downstream). Thus investigating
the efficiency (e.g., resource utilization at operator level, user satisfaction maximization at user-level etc.) at one of the
hierarchical level and not considering their dependency at different levels may not lead to realistic efficient solution.
Considering the future user-centric wireless network paradigm, the characteristics of attractive LTE like technologies,
and the interaction among all the stake-holders, one can think of a more realistic spectrum distribution. We are also
convinced that the interaction model is different for different geographical regions, hence there is a need for a generic
model that captures the interaction for the regions and define all the markets on granule level. In the current literature,
these aspects are widely oversimplified and many frameworks have been presented lacking to fulfill the basic require-
ments of general distribution systems, where limited resource is to be divided among the participants. Although the



existing literature that discusses the possible spectrum allocation models and related issues is vast, our work focuses
on modeling the interaction at different levels, we also take an opportunity here to justify the technical feasibility of
dynamic spectrum allocation concept i.e., investigating the support of flexible transmission frequencies in new gener-
ation technologies e.g., LTE promises the flexible operational frequencies. Future wireless network communication is
boosted by the concept of technology virtualization. When it comes to technical realization of the dynamic spectrum
allocation concept, one of the attractive solutions is virtualization. The choice of Virtualization as a technical solution
is driven by the widespread and yet growing presence of this concept in the research literature e.g., many research
projects including PlanetLab and GENI [9] [10] in the United States, AKARI [11] in Asia and 4WARD [12] in Eu-
rope. The basic definition of virtualization comes from the environment, where the technical setup with under-utilized
resources can share its unused resources with other entities and processes (which require resources), this argument
forms the basis for the growing importance and existence of virtualization in the time to come. There is a number
of research activities in virtualization as well as a number of commercial solutions using virtualization: e.g., Server
Virtualization, Router Virtualization, XEN, Cloud Computing etc.

Wireless virtualization is yet another very important aspect specially for the future. The best candidate for applying
virtualization in the wireless domain is mobile networks. In [13] it was shown that virtualization in mobile networks
(represented by the LTE) has a number of advantages. Multiplexing gain as well as better overall resource utilization
were the key gains achieved. In [14], a more practical framework was investigated for LTE virtualization and spectrum
sharing among multiple virtual network operators. The framework focused on a contract based algorithm to share the
spectrum between the operators.

3 Downstream Market

In this market, we model the interaction between operators and users. We propose the user and operator utilities, focus
on the learning aspects of the proposed utilities, and study the interactive trial and error learning for finding equilibria.
Extending the concept of service priorities i.e., Guaranteed Bit Rate (GBR and Non-Guaranteed Bit Rate (Non-GBR)
in LTE, we assume that there are three different types of users namely; i) Excellent, ii) Good, and iii) Fair. These users
are characterized by the their preference profiles e.g., an excellent user prefers the service quality, whereas a fair user
is interested in the service costs. We further assume that users broadcast the application requests in an abstract area
a for three different types of applications namely; i) Voice over IP (VoIP), ii) File Transfer Protocol (FTP), and iii)
Video streaming. The modeling in this market is decomposed as following:

– Operator level: Each operator uses a network pricing scheme and allocates the resource to the users under the
associated quality of service constraints (which is translated in to users QoE). Operators with lowest cost but
with good QoS will be more and more congested. This will lead to saturation and bad QoS. When, increasing the
prices, the users will switch to another class or operator in order to get better utility. This means that strategy of
the operators are interdependent (the pricing of operator influence the others via the network repartition of users
for each user type and service class).

– User level: At this level, each user seeks to maximize his utility with as low cost as possible.
– Interdependency between the levels: The prices fixed by the operators influence the user decisions: network selec-

tion based the set of operators that are the QoS requirement with lowest costs. In parallel, the decision of the users
leads to a subnetwork for each operator. When maximizing his revenue, the operator needs to readapt its price in
function of the user choice and the other operators. This leads to a interdependent multi-level system.

3.1 Network Operator Resource Allocation Problem

Each operator seeks to optimize its total revenue Ro :=
∑
k,c π(o, k, c)n

c
o,k subject to the QoS constraints. For the

accepted users, a bandwidth allocation between the users is established. Then, each operator o designs the function π
for each type k and each service class c.

3.2 User Centric Network Selection Problem

At user level, the user problem is to select the suitable network operator. In this connection we need to model the user
preferences and performance metrics. This will be captured by the utility function. Let K be the set of three different
types of users, and Ui represents the utility of user i, ∀i ∈ K. The expression of Ui(.) is given as follows:



Ui,k,c(o, n) := ui,o

(
bco,k
no,k

)∏
l∈L

(νil,o(k, c, n))
wil .π(o, k, c)

+
∑
j∈J

ωjvij,o(k, c, n, ψ),
(1)

The user utility function (equation-1) has four components:

– The term ui,o

(
bco,k
no,k

)
is the function of network state n = (nco,k)o,k,c and the offered bandwidth bco,k by the

operator o. The collection n is the vector that represent the total number of users those request the service of
specific class.

–
∏
l∈L

(νil,o(k, c, n))
wil is the weighted multiplicative approach for dependent associated QoE attributes.

–
∑
j∈J

ωjvij,o(k, c, n, ψ) is the weighted sum of different independent QoE attributes.

– π(o, k, c) is the price of operator o to the user type k for service class c.

The first two multiplicative terms take into account both the congestion level of the operator and expected QoE, which
is translated from the Operators QoS indices. The weight values w are dictated by the sensitivity of user type, service
class to the attribute j. Here k ∈ Θ, where Θ is the finite set of user types. Each operator o chooses its price vector πo
in a competitive way.

In order to formulate a utility function that respect the preference of the users and the performance metric of the
network we use an experimental approach. The expression of utility functions are given by experimental observations.
The objective measurement validation of the proposed utility function can be seen in [15]

Bandwidth dependent utility Availability of bandwidth / transmission data rate plays the key role in evaluating
the user QoE, therefore most of the literature work focus on the impact of varying data rate/bandwidth over QoE.
However the user satisfaction should be analyzed with respect to different technical and non-technical attributes, and
QoE evaluation metric vary with respect to application used by the user. We capture the bandwidth dependent user
satisfaction with the following utility function:

ti,k,c(o, n) :=



0 if
bco,k
no,k
≤ bco,k

αk(no,k)
1−e–β(b

c
o,k−bco,k)

1−e–β(b
c
o,k−bc

o,k
)

if bco,k ≤ bco,k ≤ b
c

o,k

αk(no,k)
1−e–β(b

c
o,k−bco,k)

1−e–β(b̃
c
o,k

−bco,k)
if b

c

o,k ≤ bco,k ≤ b̃co,k

αk(no,k)
1−e–β(b

c
o,k−b̃co,k)

1−e–β(b̂
c
o,k

−b̃c
o,k

)
if b̃co,k ≤ bco,k ≤ b̂co,k

αk(no,k) if bco,k ≥ b̂co,k

(2)

where αk(n0,k), represent the maximum utility of user types k and no,k =
∑
c n

c
o,k is the number of users of type

k for application quality of service class c from the operator o. In order to capture the congestion level, we choose
the function α as strictly decreasing function in the number of users that request services at the same operator. The
number bco,k represents the offered bandwidth to user type k for application quality of service class c, similarly bco,k,
b
c

o,k etc represents the minimum and maximum required bandwidth by the application quality of service class c and
user type k.

Now, we examine the outcome of the network selection in a competitive manner at the user level with the utility
ti(.). At this level, each type of user seeks to maximize its utility ti,k(o, n). In this setting a well-studied solution con-
cept is the called Cournot-Nash equilibrium. It is network configuration n∗ such that for any i, k, the utility ti,k,c(o, n)
is maximized by fixing the choice of the other users.

Next, we show that the user-centric game (the game at the user-level when the pricing functions chosen the oper-
ators are fixed) is in the class of congestion game [16]. A finite game in strategic form is a potential game [17] if the
incentive of all players to change their strategy can be expressed in one global function called the potential function.

Proposition 1 The user-centric game is a finite potential game.

Proof. Let π the pricing function chosen the operators. Since the utility ti,k,c contains only a congestion part via the
total number of users no,k for each range of bandwidth, one gets a standard congestion game which is known to be
isomorphic to a potential game. The exact expression of the potential function can be obtained from [16, 17].



Corollary 1 The user-centric game has at least one pure Nash equilibrium.

This result follows from the fact that the existence of pure Cournot-Nash equilibria holds in finite potential game [17].
Here we apply it for each range of bandwidth.

The second issue that we address is the computation and the learning aspect of such equilibrium configurations.
Different learning techniques have been developed for this specific class of games: finite improvement path, ficti-
tious play, best response dynamics, stochastic fictitious play etc. Most of these learning schemes require at least the
information of the network states at the previous step which seems to be very strong assumption in our context.

Because the number of users in the hull network can be arbitrary large, observing and responding to the individual
choice of all users on a frame of time units would be a formidable task for any individual user. Therefore, the standard
fictitious play and the iterative best reply are not directly applicable. Note that in the finite improvement path procedure
(FIP) only one user moves at a given time slot (simultaneous moves are not allowed). For this reason, the FIP is not
adapted when the network does not follows a prescribed rule evolution.

One of the well-known learning scheme for simultaneous-move games is the trial and error learning. Interactive
trial and error learning is a recent version of standard trial and error learning studied in [18] that takes into account
the interactive and dynamic nature of the learning environment. In ordinary trial and error learning, users occasionally
try out new operators and classes and accept them if and only if they lead to higher performance. In an interactive
situation, however, “errors” can arise in two different ways:

– the active errors, those done by trying some new operator that turns out to be not better (in terms of QoS, price
and performance) than what one was chosen, or

– the passive errors, those done by continuing to keep the old strategy that turns out to be worse than it was before
(due to congestion, new traffic conditions etc) .

In [18], it is shown that the interactive trial and error learning, implements Nash equilibrium behavior in any game
with generic utilities and which has at least one pure Nash equilibrium. The interactive trial and error learning is a
fully distributed learning rule such that, when used by all users in a game, period-by-period play comes close to pure
Nash equilibrium play a high proportion of the time, provided that the game has such an equilibrium and the payoffs
satisfy an interdependency condition. Since our finite utility given by the ti(.) has at least one equilibrium, the learning
procedure implements one of the equilibrium with proportion of the time.

We assume that each user makes selection and service request decisions in random frames to optimize its own
objectives in response to their own observations and local clocks and is able to measure a numerical value of its benefit
and pay a cost for the service that he/she consumed. He is able to evaluate ti,k,o if the tried operator is o. Based on this
measurement the user update his/her strategy when he/she will be active: keep the strategy with probability (1− ε) if
the performance is greater or try another strategy with probability ε. All this is done for a well-chosen ε ∈ (0, 1).

Proposition 2 The interactive trial and error learning algorithm implements a pure Nash equilibrium of the user-
centric game with high proportion of times.

Proof. We verify that the conditions in [18] are satisfied. First, the user-centric game is a finite game for any fixed
pricing function π. Second, the game is not degenerated because the utility functions are strongly interdependent via
the network state. Third, we know that the game has at least one equilibrium from the corollary 1. Combining together
all the conditions in [18] are satisfied. The result follows.

Learning in dynamic environment Since the network is dynamic the associated game model should capture the
variabilities, network traffic and the randomness in the environment. To this end, we extend the learning framework
to dynamic game. For more details, we refer to [19] in which the number of active users may be random, new users
come in, and exit etc. Without knowledge of the network state, without knowledge of the distribution of users, each
active user tries to find out his/her utility function and associated payoff in the long-term [19].

Price of Anarchy and Suboptimality Note that, even if this learning algorithm implements Nash equilibria of
the game, the convergence time to be close to an equilibrium can be arbitrary high. Moreover, it is known that the
equilibrium can be inefficient in term social welfare. The performance gap between the total equilibria utilities and
global optimum is sometimes referred to price of anarchy.

In order to reduce this gap, the operators can design new game via their pricing functions. Under appropriate
pricing functions π, one can design a game such that the equilibrium configuration of the new game (the utility is the
difference between profit and cost) is near-optimal. This leads to the utility Ui (instead of ti). Important components
of Ui are the attributes dependent utilities vij and the cost functions π. For more details on the associated dependent
and independent utilities refer to [15].



4 Upstream Market

In this market, we model the interaction between operators and the spectrum broker using the uniform price auctioning
theory. The motivation for choosing the mentioned auction format is it common use in financial and other markets,
which is evident by a large economic literature devoted to its study (e.g., Ofcom, Award of available spectrum: 1781.7-
1785 MHz paired with 1876.7-1880 MHz: A Consultation, 16 September 2005.). It is also argued that to a large extent,
the FCC spectrum auctions can be viewed as a uniform-price auction [20]. In a uniform-price auction, small bidders
can simply bid their valuations and be assured of paying only the market-clearing price [21]. The fact highlighted in
[22] that in uniform price auctions the downstream playing field is level, in the sense that each licensee begins with
the same foundational asset at the same price is also one of the motivating force to user the uniform price auctioning
for spectrum trade. More on auction clearing algorithms can be found in [23].

In our formulation, the spectrum broker (virtualized LTE framework) is analogous to auctioneer, network op-
erators are analogous to bidders, and the resource to be auctioned is analogous to auctioned-item. We assume that
the auctioned-items are homogeneous and perfectly divisible. This assumption is strengthen by the fact that current
trend of introducing flexibility in frequencies licensing i.e., providing operators with the technology neutral spec-
trum allocation. Let the distribution of auctioned item size has support in the range [Xmin, Xmax], which defines
the resource limits, where Xmin is a single PRB (Physical Resource Block) size and Xmax is the total capacity
of the spectrum resource, hereafter we use C̃ to represent the total resource capacity of the infrastructure provider.
Let there are N symmetric risk-neutral bidders (operators), who compete by simultaneously submitting their non-
increasing demand functions xi,k. These bidders have independent private valuation function of the auctioned item,
which is driven by the bidders’ demand and the service types. Although the resource is homogeneous, the bidders
have different valuations for different amounts of the resource. Such valuation is strictly influenced and is the con-
sequence of service types for which the resource is required. We assume that the market comprises of demands of
two service types namely Guaranteed service and Non-guaranteed, intuitively the former has more strict resource
requirements when compared with the later. Let the ν̃i be the bidder private valuation of the auctioned item. Influ-
enced by the comment given in the preceding sentence, the bidder valuation varies for demands of different ser-
vice types, this is captured by the index k, thus the bidder valuation now can be represented by ν̃i,k such that
ν̃i,k 6= ν̃i,k̃∀k 6= k̃. To illustrate this one has to consider the service demand patterns of the operators or putting
it the other way operators spectrum valuation is driven by the operators’ target market segment e.g., an operator tar-
geting the fair users values the amount of spectrum demands for fair users more than the amount of spectrum for
other user (service) types, the similar argument holds for the converse situation. Thus the strategy for bidder i ∈ N
is non-increasing function Xi : [0,∞) → [0, Xmax], and the his private valuation ν̃i,k, which is the evaluated spec-
trum price by the operator, the details of computing such valuation is given later in this section. Thus the operator
bid is given by {xi,k, ν̃i,k}. It should be noted that the valuation is computed as price per unit of the spectrum.

x(k) x(k)   ~

operator private
     valuation 

Fig. 2: figure representing the valuation of the operators for
different services

We assume that the market behavior is represented by
Equation 3, and we term this market as spectrum trade
market hereafter. As can be see that the demand curve
is linear that expresses the demand as a linear function
of the unit price. The choice of this market behavior is
influence by its simplicity and wide presence in the liter-
ature.

π̃(x) := −ζx+ ς, (3)

where ζ and ς are positives, the negative gradient rep-
resents the sensitivity of market towards the price, and
ς represents the bound on price. We know that the gra-
dient introduces the elasticity in the curve. However, the
proposed problem formulation dictates an inelastic spec-
trum demand behavior i.e., irrespective of how price may
change the demand remains the same. This is represented by a perpendicular to the quantity axis in Fig 2. Given such
inelastic scenario, what about the operators’ valuation computation? So far the valuation is the price value at the in-
tersection of the demand perpendicular and normal negatively sloped (going down from left to right) linear demand
curve. However, this does not capture the operator preference for different services. To address this issue, we introduce
the operator valuation function. Thus now the operator valuation corresponds to the intersection of operator valuation
function slope and the demand perpendicular. As depicted in Fig 2, we map the operator demands over the spectrum



trade market. The operator’s the valuation function, given by Equation 4.

π̃i,k(x) =
xi,k
γk

(4)

where γk tunes the operators’ valuation for the given demand and the service type such that; if the service type is of
higher importance to the operator γk takes comparatively lower value than that of lower importance service. γk further
can be translated as the function of number of operators in the spectrum competition and demands of service type i.e.,
real time service has higher value than that of background or non-real-time values i.e., γ(k,N − 1). Although one
may come up with any suitable γ(.) function, in this work, we simply represent it by a real-value exposed to simple
constraint of γk,i 6= γk̃,i∀k 6= k̃ and γk,i 6= γk,̃i∀i 6= ĩ. Furthermore, it should be noted from the Fig 2 that the price
given by the intersection of the demand perpendicular and the negative slope of market curve is the upper bound on
the prices set by the regulatory body.

Remark 1 We observe that downstream market demands (user service demands) influences the operator demands
(operator resource demands). Although the optimal estimation of the service demands by users can be computed
analytically, in this paper, we adopt the methodology for estimating the downstream demands based on the carried
out simulation runs for all the virtual operators. In this connection we use the Exponential Moving Average (EMA)
function to compute the estimated demands based on 20 seconds time intervals. Given the downstream demand, the
upstream demand function can be computed.

Definition 1 The operator valuation γi,k is directly translated in to π̃i,k i.e., based on service types and downstream
market demands the operator reflects its valuation as π̃i,k such that γk,u = π̃i,k. Intuitively the false valuation π̃i,k is
given by γk,u 6= π̃i,k.

Let f be the mapping function that maps the downstream demands Y over the upstream demand function X , such that
f(Y ) 7→ X . For simplicity we assume that the mapping is bijective. Given the upstream demand function an operator
computes its valuation of resource using Equation 4. Realizing the upstream demand and by Definition 1 the operator
formulates its bid for the resource, which is given by di(X,π).

Allocation Rule Given the uniform price auctioning format, let d represents the highest bid, and p represents the stop
out price;

ai(Xi, di) :=


Xi if di,k = d ∧Xi ≤ C̃ ∧ di,k > p

min{Xi, C̃ −
∑

d̃–i∈B,d̃–i\di

Xd̃–i
} otherwise (5)

As can be seen from Equation 5 the operator which is declared as the highest bidder gets the resources equivalent to
its demands. In case the operator does not occupy the highest bidder position and resides in the winner list then it
is allocated the residual resources not necessarily equivalent to its demands. The operator gets the residual demand
when the infrastructure resource capacity is less than the operator demands(lower part of Equation 5). The resource
allocated to each operator is independent of the auctioning format, however the payments do depend on the auction
format.

Operator utility function As we know that operators have different valuation of different amounts (i.e., spectrum for
k and k̃ type services) of spectrum. However, the allocation rule dictates that operators are allocated according to their
aggregated demand request. Thus the operator profit function involves both spectrum amounts of different operator
valuation values. We define the operator utility function for resource allocation ai to operator i ∈ N and the stop-out
price be p as:

ui(a, p) := (γk − p)xk + (γk̃ − p)xk̃ (6)

As can be seen that operator utility increases in its valuation and demands and decreases in stop-out price.

Auctioneer utility function The profit function or utility function of auctioneer (LTE virtualition framework) is the
function of bidder demands and stop-out price and is given by:

u(
∑
i∈N

Xi, p) :=
∑
d̃∈B

ad̃ × (p−
√
x

λ
) (7)



where
√
x
λ represents the incurring cost of auctioneer, λ is the controller that enables the auctioneer to scale the

cost that follows the operator specific deployment pattern (i.e., co-location, site rentals, tower rental etc.), the detail
modeling of cost function (modeling operational and maintenance, deployment costs etc.) is out of the scope of this
paper. However the choice of square-root function to capture the operator cost function is influenced by the continuous
nature of the function for all non-negative numbers and differentiable for all positive numbers, the function also capture
the realistic nature of the operator cost i.e., the operator initially incur more cost on improving service and such cost
decreases with increase in demands. Spectrum broker maximizes its utility i.e., maxpuj(

∑
i∈N

Xi, p), which increases

in p and allocated resources and constrained by the operators’ capacities. Thus the problem that the auctioneer solves
is to decide the auction clearing or stop-out price and resource allocation (for allocation rule see Equation 5) i.e.,

p = sup

{
p|
∑
i∈N

Xi ≥ K

}
. We also present the algorithm that is implemented by the auctioneer to take the decision

over resource allocation and stop-out price as follows:

Algorithm 1 Calculate p and ai
Given the available spectrum C̃, clock index t = 0, the auctioneer (LTE virtualization framework) sets the reservation price R.
Set t = 0 // Bids submissions start

Ensure: di ≥ R // Ensure that bids are equal or above the Reserve price (R)
while t 6= tmax do

B← di∀i ∈ N // Update the bid vector B for every income bid di
end while
Determine the set of winning bids LISTB ← di // The set of highest bids of B that do not violate the capacity constraint∑
i∈N

ai ≤ C̃

SORT LISTB in ascending order.
p← LISTB.di(π̃) // select the price of lowest winning bidder as stop-out price.
while C̃ 6= 0 &&LISTB 6= empty do

Ensure: di ∈ B
if C̃ > di(X) then
B.Bi(a) = Xi

else
B.Bi(a) = C̃r // C̃r is the residual capacity

end if
end while

4.1 Equilibrium Analysis - A Two States Tale

We characterize the Nash equilibria in the mentioned model in weakly dominant strategies.

Lemma 1 In an homogeneous item uniform price auctions, the operators with multiple bids have a unique dominant
strategy for each bid in different instances i.e.,

di,t1 := γi,t1,k (8)

and di,t2 := min{R, γi,t2,k̃}.

Proof. Proof omitted due to space restrictions.

4.2 Sequence of Actions

1. Each bidder observes the demands (based on EMA, mentioned earlier).
2. Infrastructure provider announces the start of auction time tinit and duration of bid submission i.e., tinit − tmax.
3. Bidders submit their demands to the auctioneer at each per-unit price, which is the valuation of the bidder and

attained from the Equation-4.
4. After the elapse of the submission time, the infrastructure provider observes the aggregated demand and sets the

stop out price, which is equal or greater than the incurring cost over the unit resource. The auctioneer also decides
each bidder’s allocation.

5. The allocation is executed through the hypervisor
6. The process iterates over 1− 4, after the inter-auction time δt expires.



5 Dynamic Spectrum Trade Realization Framework

In this section, we present the LTE virtualization framework that we implement extensively to realize the proposed
dynamic spectrum allocation concept. We virtualize the LTE network infrastructure (i.e., eNodeB, routers, ethernet
links, and aGW etc.) so that multiple mobile network operators can create their own virtual network (depending on
their requirements) on a common infrastructure. In the proposed virtualized network, we mainly foresee two different
aspects; i) Physical infrastructure virtualization: virtualizing the LTE nodes and links and ii) Air interface virtualiza-
tion: being able to virtualize the LTE spectrum. However, we in this paper focus on the later aspect, since virtualizing
the air interface of the LTE system is a completely new concept and also the earlier aspect is extensively investigated
in the research literature.

5.1 Air Interface Virtualization

The eNodeB is the entity responsible for accessing the radio channel and scheduling the air interface resources between
the users. The eNodeB has to be virtualized so as to virtualize the LTE air interface. Virtualizing the eNodeB is similar
to node virtualization. The physical resource of the node (e.g., CPU, memory, I/O devices ... etc.) are shared between
multiple virtual instances. XEN [24] is a well known PC virtualization solution that insert a layer called “Hypervisor”
on top of the physical hardware to schedule the resources. From that, our LTE virtualization framework follows the
same principle. A hypervisor is added on top of the PHY layer of the eNodeB, it is responsible for virtualizing the
eNodeB node as well as the spectrum. The proposed framework can be seen in Figure 3b.

The architecture shows the physical eNodeB virtualized into a number of virtual eNodeBs. This is achieved by
the hypervisor that sits on top of the physical resources of the eNodeB. In addition, the hypervisor is responsible
for scheduling the spectrum, i.e., scheduling the air interface resources (OFDMA sub-carriers) between the virtual
eNodeBs running on top. In the framework architecture two new entities should be highlighted: the “Spectrum con-
figuration and Bandwidth estimation” which is responsible for setting the spectrum the virtual eNodeB is supposed
to operate in as well as estimating the required bandwidth of the operator. And the “Spectrum allocation unit” which
is responsible for scheduling the spectrum among the different virtual eNodeBs. LTE uses OFDMA in the downlink,
which means that the frequency band is divided into a number of sub-bands that are called Physical Resource Blocks
(PRBs). A PRB is the smallest unit the LTE MAC scheduler can assign to a user. The Hypervisor schedule the PRBs
between the different virtual operators, this process could be done by different mechanisms. In this paper, an auction
based mechanism is used in the “Spectrum allocation unit” to auction the PRBs to the different virtual operators that
bid for them.

6 Simulation Model and Results Analysis

Parameter Assumption
Number of virtual operators 4 virtual operators with circular cells of 375 meters radius
Total Number of PRBs (Spectrum) 75 PRBs, i.e., about 15 MHz
Mobility model Random Way Point (RWP) with vehicular speed (120 Km/h)
Number of active users VO1: 16 GBR (video users) and 4 non-GBR (FTP users)
per virtual operator VO2: 10 GBR (video users) and 10 non-GBR (FTP users)

VO3: 4 GBR (video users) and 16 non-GBR (FTP users)
VO1 price valuation γ1=2 and γ2=(2, 4, 6, 8, 10 and 20)
VO2 price valuation γ1=2 and γ2=4
VO3 price valuation γ1=2 and γ2=2
Video traffic model 24 frames per second with frame size = 1562 Bytes

Video call duration = Exponential with 60 seconds mean
Inter video call time = Poison with 30 seconds mean

FTP traffic model FTP file size = 8M bytes
Inter request time = uniform between 50 and 75 seconds

Auctioning parameters Auction done every 20 seconds with γ = 0.25
Simulation runtime 1000 seconds

Table 1: Simulation configurations



The LTE virtualization simulation model is developed using OPNET [25] based on the 3GPP specifications. As
explained earlier, the focus of the model is on the air interface virtualization and spectrum sharing between multiple
virtual operators (all sharing the same eNodeB). An example scenario of the simulation model can be seen in Figure-3a.
Two scenarios are investigated based on the Auctioneer’s (Infrastructure Provider) reserved price “‘R”. The reserved
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Fig. 3: Figure representing the OPNET based LTE eNodeB virtualization framework

price is the minimum price the Auctioneer is willing to sell the resources with, and any bid with a price lower than the
reserved one will be rejected. The first scenario is configured no reserved price (i.e., R = 0). The second scenario is
configured with a dynamic reserved price that is a function of the total resources demand, this is calculated as follows:

R = γ · 3

√∑
i

∑
k

xi,k (9)

The rest of the configurations can be seen in Table 1.

6.1 Results and Analysis

The idea behind the simulations is to show how the uniform auctioning framework performs in a practical scenario,
highlight some of the foreseen problems and how it can be solved. First, what happens if the infrastructure provider
does not set any reserved price. Since the resources are homogeneous (in the perspective of the infrastructure provider)
and they are soled by a uniform price determined by the lowest winner price, there is a possibility that the virtual
operators try to exploit this by reducing their bidding prices in order to maximize their profit. This could be seen in
Figure 4, where virtual operator 1 manipulates the price and maximizes his profit (blue curve of the figure). Since the
spectrum broker (or infrastructure provider) has no reserved price set in that scenario, the virtual operator succeeds
in reducing the resource price and thus increasing his profit. On the other hand, in the 2nd scenario (red curve of
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Fig. 4: Virtual Operator 1 profit and relative profit gain



the figure) even though the virtual operator tries to manipulate his bidding price he is unable to increase his profit.
This is because the spectrum broker sets a reserved price that the operator can not bid below. Figure 5a shows the
spectrum broker (or infrastructure provider) profit. The profit decreases in the case with no reserved price due to the
virtual operator’s price manipulation, but when the spectrum broker (infrastructure provider) sets a reserved price he
can stop the operator manipulation. Figure 5b and 5c show the average profit of virtual operator 2 and 3 respectively.
The results are similar to virtual operator 1 results. The average number of PRBs (spectrum utilization) for both the
spectrum broker (infrastructure provider) as well as virtual operator 1 can be seen in Figure 5d. Similar trend as before
can be observed, in the scenario with no reserved price the amount of resources is the same in all cases because the
virtual operator gets all of his demand but with different prices. In the scenario with a reserved price it can be seen that
the overall resources granted to the virtual operator starts decreasing, this is because when the virtual operator starts
manipulating the bidding price he will not be granted his demand if the price is lower than the reserved one.
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(a) Infrastructure provider (Auctioneer) profit and relative
profit gain
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(b) Virtual Operator 2 profit and relative profit gain
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(c) Virtual Operator 3 profit and relative profit gain
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Fig. 5: Figure presenting the profit and relative profit results and virtual operator resources

7 Conclusion

In this paper, we discussed different market dynamics, the strategies of involved stake-holders at different hierarchical
levels of telecommunication landscape, and investigated the equilibria in the upstream and downstream market. We
also discussed the infrastructure resource auctioning in future wireless paradigm by focusing on both technical and
theoretical aspects. We provide the technical realization of the proposed future market behavior with the state-of-the-
art technical solution on the granule level. We have investigated how the uniform auctioning format performs when
used to trade the spectrum between different virtual operators in a virtualized LTE system environment.
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