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Abstract
In this paper, we consider variants of the Geometric Subset General Position problem. In
defining this problem, a geometric subsystem is specified, like a subsystem of lines, hyperplanes or
spheres. The input of the problem is a set of n points in Rd and a positive integer k. The objective
is to find a subset of at least k input points such that this subset is in general position with respect
to the specified subsystem. For example, a set of points is in general position with respect to
a subsystem of hyperplanes in Rd if no d + 1 points lie on the same hyperplane. In this paper,
we study the Hyperplane Subset General Position problem under two parameterizations.
When parameterized by k then we exhibit a polynomial kernelization for the problem. When
parameterized by h = n − k, or the dual parameter, then we exhibit polynomial kernels which
are also tight, under standard complexity theoretic assumptions. We can also exhibit similar
kernelization results for d-Polynomial Subset General Position, where a vector space of
polynomials of degree at most d are specified as the underlying subsystem such that the size of
the basis for this vector space is b. The objective is to find a set of at least k input points, or in the
dual delete at most h = n−k points, such that no b+1 points lie on the same polynomial. Notice
that this is a generalization of many well-studied geometric variants of the Set Cover problem,
such as Circle Subset General Position. We also study general projective variants of these
problems. These problems are also related to other geometric problems like Subset Delaunay
Triangulation problem.
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1 Introduction

In the geometric subset general position problem, the input is a family of algebraic objects,
e.g. lines, circles, hyperplanes, zero set of quadratic functions, and a point set P in Rd. The
objective is to extract a large subset S of P such that the subset S is in general position with
respect to the geometric objects. The definition of general position is different for different
families of geometric objects. For the case of hyperplanes in Rd, a set S, assume |S| > d,
will be in general position with respect to the family of hyperplanes in Rd if no more than
d points of S lie on a hyperplane. For the case of spheres in Rd, a set S with |S| > d+ 1,
will be in general position with respect to the family of spheres in Rd if no more than d+ 1
points of S lie on a sphere. In this paper, we will assume that d is a constant.

In computational geometry it is generally assumed that the point set is in general position,
such as no more than d points lie on a hyperplane in the case of convex hull computation or no
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25:2 Kernelization of Subset General Position problem

more than d+ 1 points lie on a sphere for Delaunay triangulation computation (see [6]). Also,
algebraic techniques like simulation of simplicity have been introduced to handle degenerate
cases in practice [10].

The problem of determining whether a given point set in Rd is in general position
with respect to family of spheres and family of hyperplanes has been extensively studied
in computational geometry. Edelsbrunner, O’Rourke and Seidel [11] gave an O(nd) (and
O(nd+1)) space and time complexity algorithm to determine if a point set is in general
position with respect to hyperplanes (resp. spheres) in Rd. Edelsbrunner and Guibas [8, 9]
later improved the space bound to O(n). Erickson and Seidel [12, 13] showed in the worst
case Ω(nd) (and Ω(nd+1)) sided queries are required to determine whether a set of n points
in Rd is in general position with respect to hyperplanes (resp. spheres). We have mentioned
a small sample of the papers on this topic and for a more complete picture of this area
and the more general problem of arrangement of hyperplanes please refer to the survey by
Agarwal and Sharir [1].

More recently, the problem of finding a maximum-cardinality subset of points in gen-
eral position has been studied in parameterized complexity, approximation algorithm, and
combinatorial geometry [14, 18, 4]. Payne et al. [18] and Cardinal [4] gave a non-trivial
lower bound on the size of a largest size subset in general position from a point set with
bounded coplanarity in R2 and Rd. A point set in R2 (and Rd) has bounded coplanarity
if the number of points from the set that lie on a given plane (or hyperplane) is bounded.
Cao [3] and Froese et al. [14] studied the geometric subset general position problem in R2

with respect to lines in R2 through the lens of parameterized complexity. Cao [3] also gave
an O(

√opt)-factor approximation algorithm for the general position subset selection problem
with respect to lines in R2.

In this paper we generalize the results of [14] by studying the kernelization aspect of the
following primal problem:

Hyperplane Subset General Position Parameter: k

Input: An n point set P in Rd, for a fixed constant d, and a positive integer k
Question: Is there a subset S ⊆ P of size at least k such that S is in general position
with respect to hyperplanes in Rd?

We will also study a more general version of the above problem for bounded degree
polynomial families (see Section 2 and 3):

d-Polynomial Sub. General Pos. Parameter: k

Input: A set P of n points in Rd, for a fixed constant d, a bounded degree polynomial
family F in Rd and a positive integer k
Question: Is there a subset S ⊆ P of size at least k such that S is in general position
with respect to F in Rd?

Therefore, the general position subset selection problems with respect to natural set
families like the vector space of spheres, ellipses, etc. are special cases of the d-Polynomial
Subset General Position problem. We also study the problems with respect to the dual
parameter h = n− k. That is, the problem of Hyperplane Subset General Position or
d-Polynomial Subset General Position still have the same input and aim for the same
decision problem. However, the parameter for the problem becomes h.

Note that both these problems are NP-hard following from the results of [14] on Subset
General Position in R2.
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Our contribution

In this paper, we exhibit polynomial kernels for Hyperplane Subset General Position
in Rd. This is a generalization to higher dimensions of the results on kernelization obtained
in [14], with more carefully designed reduction rules to take care of the higher dimension.
We further generalize the result with the help of a variant of the Veronese mapping, to
obtain polynomial kernels for d-Polynomial Subset General Position in Rt, where
the bounded degree polynomial family is a vector space of d-degree polynomials. Special
cases of the d-Polynomial Subset General Position problem include variants where
the polynomial family is that of spheres or quadratic surfaces. Also, Delaunay Subset
Selection is a special case of this problem. We further study the general projective variants
of these problems. These results are described in Section 3

We also give tight polynomial kernels for Hyperplane Subset General Position in
Rd parameterized by h, the dual parameter, as described in Section 4. In Section 4, we obtain
tight results for the number of elements in a polynomial kernel for Hyperplane Subset
General Position in Rd. These results are similar to those obtained in [15]. Finally, in
Section 5, we are able to generalize this result for certain variants of d-Polynomial Subset
General Position.

2 Preliminaries

Hypergraphs

A set of consecutive integers {1, 2, . . . n} will be written as [n] in short. A hypergraph G is a
set system where V (G) denotes the universe and E(G) denotes the family of sets. We refer
to the objects in the universe V (G) by either vertices or elements, and each subset of E(G)
as a hyperedge. For a hyperedge e ∈ E(G) the set of vertices belonging to e is denoted as
Ve. A d-uniform hypergraph is a hypergraph where each hyperedge has exactly d vertices.
Similarly, a d-hypergraph is a hypergraph where each hyperedge has at most d vertices. An
independent set in a hypergraph G is a subset I ⊆ V (G) such that there is no e ∈ E(G)
where all vertices in e belong to I. The d-Hypergraph Independent Set problem takes as
input a d-hypergraph and a positive integer k and determines whether the input hypergraph
has an independent set of size at least k.

The d-Hitting Set problem takes as input a d-hypergraph G and a positive integer
k and determines whether there is a set S ⊆ V (G) of size at most k such that for each
e ∈ E(G), Ve ∩ S 6= ∅. Such a set S is called a d-hitting set.

General position in Geometry

An i-flat in Rd is the affine hull of i + 1 affinely independent points. The dimension of a
(possibly infinite) set of points P , denoted as dim(P ), is the minimum i such that the entire
set P is contained in an i-flat of Rd [16]. We use the term hyperplanes interchangeably
for (d − 1)-flats. A set P of points in Rd is said to be in general position with respect to
hyperplanes, if for each i-flat, i ≤ d− 1, in Rd there are at most i+ 1 points from P lying on
the i-flat.

As described earlier, the Geometric Subset General Position problem, defined on
a subsystem of geometric objects, takes as input a set of points P and a positive integer k
and determines whether there is a subset of at least k points that are in general position
with respect to the specified subsystem of geometric objects. For example, Hyperplane
Subset General Position in Rd takes in a set of points in Rd and a positive integer k

MFCS 2017



25:4 Kernelization of Subset General Position problem

and determines whether there is a subset of at least k points that are in general position
with respect to hyperplanes in Rd.

Similarly, we can define the notion of general position with respect to multivariate
polynomials. Given a set {X1, X2, . . . , Xt} of variables, a real multivariate polynomial
on these variables is of the form P (X1, . . . , Xt) =

∑
i1,i2,...,it

ai1i2...it
∏
j∈[t] X

ij
j where

[t] = {1, . . . , t} and ai1i2...it ∈ R. The set of all real multivariate polynomials in the variables
{X1, . . . , Xt} will be denoted by R[X1, X2, . . . , Xt]. The degree of such a polynomial
P (X1, . . . , Xt) is defined as deg(P ) := max{i1 + i2 + . . .+ it | ai1i2...it 6= 0}. A polynomial
is said to be a degree d polynomial is its degree is d.

In this paper, we are interested in the set/subsets of polynomials whose degree is bounded
by d, for some d ∈ N. In this context we define Polyd[X1, . . . , Xt] := {f(X1, . . . , Xt) ∈
R[X1, X2, . . . , Xt] | deg(f) ≤ d}. Observe that Polyd[X1, . . . , Xt] is a vector space
over R with the monomials

{
Xi1

1 . . . Xit
t | 0 ≤

∑t
j=1 ij ≤ d

}
as the basis. Notice that∣∣∣{Xi1

1 . . . Xit
t | 0 ≤

∑t
j=1 ij ≤ d

}∣∣∣ =
(
d+t
d

)
.

In d-Polynomial Subset General Position in Rt, a subspace F of Polyd[X1, . . . , Xt]
is given with a basis {f1(X), f2(X), . . . , fb(X), 1}, where X = (X1, . . . , Xt) and fi(X) ∈
Polyd[X1, . . . , Xt], and a set of n points from Rt. The objective is to find a subset of points
in general position with respect to the vector space of polynomials, i.e., no more than b

points from the subset satisfy any equation of the form f(X) :=
∑b
i=1 λifi(X) + λb+1 = 0,

where for each j ∈ {1, . . . , b}, λj ∈ R and not all the λj ’s can be zero simultaneously. Here
are some concrete examples of d-Polynomial Subset General Position.

I Example 1. 1. Hyperplanes in Rt are zero sets of linear combinations of polynomials
{X1, . . . , Xt, 1}.

2. Union of spheres and hyperplanes in Rd are zero sets of linear combinations of polynomials{∑t
i=1 X

2
i , X1, . . . , Xt, 1

}
.

3. Polynomial surfaces with degree bounded by d are zero sets of Polyd[X1, . . . , Xt].
4. Quadratic surfaces are zero set of polynomials in Poly2[X1, . . . , Xt].

Veronese mapping

In this paper, one of our strategies for generalizing our results is to convert d-Polynomial
Subset General Position in Rt to Hyperplane Subset General Position in Rb
by using a variant of Veronese mapping [17] from Rt → Rb. The Veronese mapping of a
vector space F of d-degree polynomials will be as the following: ΦF : Rt → Rb, where for a
vector X = (X1, . . . , Xt), ΦF (X) = (f1(X), . . . , fb(X)). Observe that if p = (p1, . . . , pt)
satisfies the equation f(X) :=

∑b
i=1 λifi(X) + λb+1 = 0 then, for a vector of variables

Z = (Z1, . . . , Zb), ΦF (p) will also satisfy the linear equation
∑b
j=1 λjZj + λb+1 = 0. In

other words, for any set of points P in Rt and the vector space F , the incidences between
P and F and incidences between ΦF (P ) and Poly1[Z1, . . . , Zb] (these are hyperplanes in
Rb) are preserved under the mapping ΦF . Also, observe that there is a bijection between
polynomials in F and hyperplanes in Rb.

Parameterized Complexity

The instance of a parameterized problem/language is a pair containing the actual problem
instance of size n and a positive integer called a parameter, usually represented as k. The
problem is said to be in FPT if there exists an algorithm that solves the problem in f(k)nO(1)

time, where f is a computable function. The problem is said to admit a g(k)-sized kernel, if
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there exists an polynomial time algorithm that converts the actual instance to a reduced
instance of size g(k), while preserving the answer. When g is a polynomial function, then
the problem is said to admit a polynomial kernel. A reduction rule is a polynomial time
procedure that changes a given instance I1 of a problem Π to another instance I2 of the same
problem Π. We say that the reduction rule is safe when I1 is a Yes instance of Π if and only
if I2 is a Yes instance. Readers are requested to refer [5] for more details on Parameterized
Complexity.

Lower bounds in Parameterized Algorithms

There are several methods of showing lower bounds in parameterized complexity under
standard assumptions in complexity theory. One such technique is polynomial parameter
transformation. For two parameterized problems Π,Π′, a polynomial time algorithm A is
called a polynomial parameter transformation (or ppt) from Π to Π′ if, given an instance
(x, k) of Π, A outputs in polynomial time an instance (x′, k′) of Π′ such that (x, k) ∈ Π if and
only if (x′, k′) ∈ Π′ and k′ ≤ kO(1). By a result of [2], if Π,Π′ are two parameterized problems
such that Π is NP-hard, Π ∈ NP and there exists a polynomial parameter transformation
from Π to Π′, then, if Π does not admit a polynomial kernel neither does Π′.

We also require a lower bound technique given in [7]. This technique links kernelization
to oracle protocols.

IDefinition 2. [7] Given a language L, an oracle communication protocol for L is a two-player
communication protocol. The first player gets an input x and can only execute computations
taking time polynomial in |x|. The second player is computationally unbounded, but does
not know x. At the end of the protocol, the first player has to decide correctly whether
x ∈ L. The cost of the protocol is the number of bits of communication from the first player
to the second player.

I Proposition 2.1. [7] Let d ≥ 2 be an integer, and ε be a positive real number. If
co-NP * NP/poly, then there is no protocol of cost O(nd−ε) to decide whether a d-uniform
hypergraph on n vertices has a d-hitting set of at most k vertices, even when the first player
is co-nondeterministic.

As noted in [7], this implies that for any d ≥ 2 and any positive real number ε, if
co-NP * NP/poly, then there is no kernel of size kd−ε for d-Hitting Set. In general, a
lower bound for oracle communication protocols for a parameterized language L gives a lower
bound for kernelization for L.

Kernels: size vs number of elements.

In literature, a lower bound on the kernel means the lower bound on the size of the kernel,
but not necessarily on the number of input elements in the kernel. Kratsch et. al [15] were
one of the first to study lower bounds in terms of the number of input elements in the
kernel. They used the results of Dell and Melkebeek [7] along with results in two dimensional
geometry to build a new technique to show lower bounds for the number of input elements in
a kernel for a problem. In this paper, we have adhered to the general convention by saying
that a kernel has a lower bound on its size if it has a lower bound on its representation in
bits, while explicitly mentioning the cases where the kernel has a lower bound on the number
of input elements.

MFCS 2017



25:6 Kernelization of Subset General Position problem

3 Kernel Upper Bounds for primal parameter

In this section, we consider the Hyperplane Subset General Position problem in Rd
parameterized by the primal parameter k. We describe a polynomial kernelization for this
problem. This method is similar to that described in [14]. However, there is an error in
the analysis of kernel size in [14]. Our proof, when restricted to the case of Line Subset
General Position problem gives the correct bound on the kernel. We will point out
the place where there is an error in [14], while describing our proof. Moreover, using the
well-known Veronese mapping, we can generalize this result to give polynomial kernels for
d-Polynomial Subset General Position in Rd parameterized by k.

3.1 Hyperplane case
First, we consider an easy variant of the Hyperplane Subset General Position problem
in Rd, where the input point set P is such that for every subset S of P of size less than
d, dim(S) = |S| − 1. In this case, the i-flats are said to be non-degenerate. In this case,
parameterization by k gives us a polynomial kernel by a generalization of the results obtained
in [14]. For the sake of completeness, we describe the kernelization. We apply a reduction
rule that bounds the coplanarity of hyperplanes in Rd.
I Reduction Rule 1. Given an instance (P, k) of Hyperplane Subset General Position
in Rd, if there is a hyperplane H with at least (d− 1)

(
k−d
d

)
+ d points then we delete all the

points in H ∩ P and set k = k − d.

I Lemma 3. Reduction Rule 1 is safe.

We apply this Reduction Rule exhaustively. In the end, we know that each hyperplane
can contain O(kd) input points. Together with the bound on coplanarity, we will also use
the following result by Cardinal et al. [4, Theorem 4.1] to get a kernel.

I Theorem 4. (Cardinal et al. [4]) Let P be a set of n points in Rd with at most `
cohyperplanar points, where ` = O(

√
n). Then P contains a subset of size Ω

(
(n/ log l)1/d)

of points in general position.

I Theorem 5. Hyperplane Subset General Position in Rd, parameterized by k and
with an input point set where all lower dimensional flats are non-degenerate, has a O(k2d)
kernel.

Proof. We know from Theorem 4 that for a point set of size n and cohyperplanarity `, i.e.,
at most ` points from the point set can lie on a given hyperplane, such that ` ≤

√
n, there

is a point set in general position of size at least C( n
log ` )

1/d where C = C(d) is a constant.
Thus, when ` ≤

√
n, if C( n

log ` )
1/d > k, we correctly say Yes. Substituting ` by its upper

bound of O(kd), this equation is true when n ≥ Ω(kd+1). When n = O(kd+1), then anyway
we obtain a kernel of size O(kd+1). The remaining case is when ` >

√
n. Then, substituting

` by its upper bound of O(kd), we know that n = O(k2d). Thus, we obtain the required
polynomial kernel. J

Now we consider the general problem. To design a kernel for the general problem, point
subsets lying in lower dimensional flats also have to be kept in mind. The approach is to first
reduce the number of points that can lie in a lower dimensional flat before we can employ
a strategy similar to the kernelization of Theorem 5. First, we describe a reduction rule
such that in the reduced instance, the coplanarity of each i-flat with i ≤ d is bounded by a
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function of k. This reduction rule is similar to Reduction Rule 1, except that it has to take
care of point subsets lying in lower dimensional flats before it considers point subsets lying
in hyperplanes of Rd.
I Reduction Rule 2. Let (P, k) be an instance of Hyperplane Subset General Position
parameterized by k. Let i be the smallest integer between 2 and d, auch that there is an
(i− 1)-flat that contains at least c(d) · kid + 1 points. Then we delete all but c(d)kid points.
Here c(d) = 15(d− 1) is a constant.

I Lemma 6. Reduction Rule 2 is safe.

Proof sketch. We prove the correctness of the reduction rule by induction on i. In the base
case, suppose i = 2. Suppose there is a line L containing at least c(d)k4 + 1. Then by the
reduction rule, we construct an instance (P ′, k) such that P is modified to P ′ by deleting all
but c(d)k4 points. We show that P has a k-sized set in general position if and only if P ′ has
a k-sized set in general position. Since, P ′ ⊂ P , if P ′ has a k-sized set in general position, so
does P .

In the forward direction, suppose P has a k-sized set S in general position. Let PL
be the set of points in L ∩ P and P ′L be the set of points in L ∩ P ′. By definition of
general position, there are Σj≤d

(
k
j

)
flats of dimension at most d that can be formed by the

points in S. Consider the intersection of these flats with the line L. Each intersection is of
dimension at most 1. That is, if the intersection is not the line L itself, then it is a point
in L. Thus there are at most Σj≤d

(
k
j

)
points of intersection. Since, the set S is in general

position, at most two points from S lie on L. If there are no points or if all the points in
S ∩ L belong to P ′ then S is also a k-sized set in general position for the instance (P ′, k).
Otherwise, suppose there are at most t ≤ 2 points from PL \ P ′L. The number of intersection
points is at most Σj≤d

(
k
j

)
< c(d)k2d. Thus there is a set Ŝ = {pt|t ≤ 2} on L that are not

intersection points. Let S′ = S \ (P ∩L)∪ Ŝ. We show that S′ is also a set in general position.
Consider a flat defined by points from S′. If they do not contain points from Ŝ, then they
remain non-degenerate flats. Suppose a flat contains points from Ŝ. Also, for the sake of
contradiction, suppose the flat is degenerate. If the flat contains all the points in Ŝ then it
contains the line L and therefore the points from L ∩ P . Thus, in P the set S was not in
general position, which is a contradiction. Now, suppose the flat F contains a single point,
say p1, from Ŝ. Then the points from F ∩ S were in general position and therefore the flat
was either the line L or L ∩ F was an intersection point. This contradicts the fact that p1
belongs to F , as p1 is chosen to be a point that is not an intersection point. Thus, S′ ⊆ P ′
is in general position and of size k. Note that this means that after exhaustive application of
this rule all lines contain at most λ2 = c(d)k2d points.

The arguments of the other values of i are similar but with more case analysis. The full
proof can be found in the full version of this paper. J

This Reduction Rule is exhaustively applied and in the end the reduced instance is such
that for any hyperplane in Rd, the coplanarity is O(kd2). Now, we can exhibit a polynomial
kernel for Hyperplane Subset General Position in Rd parameterized by k. The proof
is same as that of Theorem 5, while taking into account that the collinearity bound in this
case is O(kd2).

I Theorem 7. Hyperplane Subset General Position in Rd parameterized by k has a
kernel of size O(k2d2).

Using the techniques in the proof of Theorem 7 we can also solve the projective version
of the general position problem. For a given point set P in Rd, S ⊆ P \ {0} is said to be in
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25:8 Kernelization of Subset General Position problem

projective general position if no more than d − 1 points from S lie on a hyperplane in Rd
that passes through the origin. The parameterized version of the problem is the following:

Projective Hyperplane Subset General Position Parameter: k

Input: An n point set P in Rd, for a fixed constant d, and a positive integer k
Question: Is there a subset S ⊆ P of size at least k such that S is in projective general
position?

Notice that this problem in R2 is polynomial time solvable, as the problem is equivalent
to asking whether the projection of the points on a unit sphere, centered at the origin, equals
to at least k points where no two lie on the same line through the origin.

We will apply the following reduction rule to reduce the coplanarity of the hyperplanes
passing through the origin.
I Reduction Rule 3. Let (P, k) be an instance of Projective Hyperplane Subset General
Position parameterized by k. Let i be the smallest integer between 2 and d− 1, such that
there is an (i− 1)-flat passing through the origin that contains at least c′(d) · kid + 1 points.
Then we delete all but c′(d)ki(d−1) points. Here, as in the case with Reduction Rule 2, c′(d)
is a large constant depending linearly on d.
The correctness of this Reduction Rule is same as the inductive proof of Reduction Rule 2.
Applying the above reduction rule exhaustively, as was the case with Hyperplane Subset
General Position problem, we will get that any hyperplane passing through the origin
has O(k(d−1)2) input points on them. To get a polynomial kernel for the Projective
Hyperplane Subset General Position problem we will need the following analogue to
Theorem 4 with bounded coplanarity.

I Lemma 8. (Projective version of Theorem 4) Let P be a set of n points in Rd such
that for any hyperplane H passing through the origin, we have |H∩P | ≤ `, where ` = O(n1/3).

Then P contains a subset of size Ω
((

n2/3

log `

)1/(d−1)
)

of points in projective general position.

Proof. The proof of this lemma will use Theorem 4. Without loss of generality we will
assume that the hyperplane X1 = 1, intersects all the lines passing through the origin and
one point of P . Let L denotes the set of lines passing through the origin and one point of P .
Observe that since for any hyperplane H passing through the origin, |H ∩ P | ≤ `, therefore
|L| ≥ n

` . Let P ′ be the set points we get by intersecting lines in L with the hyperplane
X1 = 1. Again observe that |P ′| ≥ n

` , and for any (d − 2)-hyperplane H ′ contained in
the hyperplane X1 = 1, we have |H ′ ∩ P ′| ≤ `, otherwise we can get a hyperplane passing
through origin containing more than ` points from P . Using the fact that ` = O

(√
n/`
)

and Theorem 4, we get that P ′ contains a subset P ′1 of size Ω
((

n2/3

log `

)1/(d−1)
)

with no more

than ` points from P ′1 lying on any (d− 2)-dimensional subflat of the hyperplane X1 = 1.
For each point p′ ∈ P ′1, include in the set P1 a point p from the set P such that p and p′
are on the same line passing through the origin. By construction the set P1 is in projective

general position and |P1| = Ω
((

n2/3

log `

)1/(d−1)
)
. J

Now, using the fact that any hyperplane passing through the origin has O(k(d−1)2) input
points on them after application of Reduction Rule 3 and Lemma 8, we can prove the
following result in the same way we proved Theorem 7.

I Theorem 9. Projective Hyperplane Subset General Position in Rd parameterized
by k has a kernel of size O(k3(d−1)2).
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3.2 Bounded degree polynomials
The following lemma will show the direct connection between the d-Polynomial Subset
General Position problem and Hyperplane Subset General Position problem:

I Lemma 10. Let P be a set of points in Rt, and F be a subspace of Polyd[X1, . . . , Xt]
with a basis {f1(X), . . . , fb(X), 1}, where X = (X1, . . . , Xt).
1. If P is a set of ` points in general position with respect to the polynomial family F (defined

earlier in the section) then ΦF (P ) (ΦF is defined earlier in Section 2) is a set of ` points
in general position with respect to hyperplanes in Rb.

2. Let S = {q1, . . . , q`} ⊆ ΦF (P ) be a set of ` points in general position with respect to
hyperplanes in Rb. Then the set S′ = {p1, . . . , p`}, where pi ∈ Φ−1

F (qi) ∩ P , will be a set
of ` points in general position with respect to F .

Proof. 1. First, observe that it is enough to show that the map ΦF is injective on P . In
general, the map ΦF need not be an injective mapping on an arbitrary set of n points in Rt.
However, we show that Φ is injective when restricted to P if P is in general position with
respect to F . To reach a contradiction, let ΦF (p1) = ΦF (p2) where p1, p2 ( 6= p1) ∈ P . Let
S ⊆ P be of size b+1 and p1, p2 ∈ S. Observe that the set ΦF (S) will have less than b+1
points and this will imply that there exists a hyperplane

∑b
i=1 λiZi + λb+1 = 0 on which

the set ΦF (S) will lie. But this implies that the polynomial
∑b
i=1 λifi(X) + λb+1 = 0

will be satisfied by all the points in S. This is a contradiction to the fact that the point
set P is in general position.

2. This result follows directly from the construction of the mapping ΦF .
J

With the above result and Theorem 7 we get the following theorem.

I Theorem 11. d-Polynomial Subset General Position in Rt parameterized by k, has
a polynomial kernel of size O(k2b2). Here b is the size of the basis generating the underlying
vector space of polynomials.

As in the case with Theorem 7 we can also get a projective version of Theorem 11. Let F
be a subspace of Polyd[X1, . . . , Xt] with basis {f1(X), . . . , fb(X)} where X = (X1, . . . , Xt)
and none of the polynomial functions fi(X) are constants. Then we can define projective
analog of the general position problem for polynomial families like F . For a given point set
P in Rt, a subset S of P will be in general position with respect to F if no more than b− 1
points from S lie on any f(X) ∈ F .

Using the same techniques as in the proof of Theorem 7 we will get the following result:

I Corollary 12. Projective Polynomial Subset General Position in Rt parameterized
by k has a kernel of size O(k3(b−1)2).

Upper bounds for non-vector space families

Observe that we may be interested in getting general position point set with respect to families
of polynomials that are not vector spaces of Polyd[X1, . . . , Xt]. For example, consider the
case of hyperplanes in Rt of the following type H :=

∑t−1
i=1 λiXi +Xt + β, where λi’s and β

are in R+. One might be interested in getting a general position set in Rt with respect to
these hyperplanes.

Note that our upper bound on the kernel size in the primal parameter extends to these
families as well.
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I Corollary 13. Let F be a subfamily of Polyd[X1, . . . , Xt] such that there exists polyno-
mial functions f1(X), . . . , fb(X) in Polyd[X1, . . . , Xt] and for any f(X) ∈ F , f(X) =∑b

i=1 λifi(X) where the λi’s are in R. Subset general position problem with respect to F
parameterized by primal parameter k has a kernel of size O(k3(b−1)2).

4 Tight kernels for hyperplanes in dual parameter

In this Section, we show that Hyperplane Subset General Position in Rd, parameterized
by the dual parameter h, cannot have a kernel of size hd−ε if co-NP * NP/poly. We show
this result by the standard technique of polynomial parameter transformation. For a fixed d,
we reduce the d-Hitting Set problem on d-uniform graphs to the problem of Hyperplane
Subset General Position in Rd. By Proposition 2.1, this gives us a lower bound for
Hyperplane Subset General Position in Rd.

For the main result, we construct for each positive integer n and each d, a set of n points
in Rd with some special properties.

I Lemma 14. For every d-uniform hypergraph G in n vertices and m hyperedges, there is
a transformation to a set P ]B = {p1, p2, . . . , pn} ] {b1, b2, . . . , bm} of n+m points in Rd
that have the following properties:
1. The points {p1, p2, . . . , pn} are in general position.
2. Each vertex vi ∈ V (G) is mapped to the point pi ∈ P .
3. Each hyperedge ej ∈ E(G) is mapped to the point bj ∈ B.
4. For a hyperedge ej ∈ E(G), if there are d points {pi1 , pi2 , . . . , pid} ∈ P such that

bj , pi1 , pi2 , . . . , pid are cohyperplanar, then it must be the case that ej = {vi1 , vi2 , . . . , vid}.
5. For any set of i ≤ d points of B and d+ 1− i points of P cannot be cohyperplanar.
6. The points in B are in general position. In other words, no d + 1 points in B are

cohyperplanar.

Proof Idea. The main idea behind the proof is that the sets P and B satisfying the conditions
of Lemma 14 can be generated in a greedy manner from considering large grids. We will first
construct the point set P of n points in a greedy manner such that P comes from a large grid
and is in general position. After P is constructed, the set B is again greedily constructed,
this time using a lower dimensional grid lying in a particular hyperplane. J

This transformation from a graph to a point set leads to the following observation.

I Observation 1. Let G be a d-uniform hypergraph and P ] B be the set of points in Rd
corresponding to G. For any maximal set S of points in general position, there is a set of
size at least |S| that contains all the points in B.

This helps us to design a reduction from d-Hypergraph Independent Set to Hyper-
plane Subset General Position in Rd.

I Lemma 15. There is a many-one reduction from d-Hypergraph Independent Set on
d-uniform hypergraphs to Hyperplane Subset General Position in Rd.

Finally, we are ready to prove the main result.

I Theorem 16. Hyperplane Subset General Position in Rd parameterized by the dual
parameter cannot have a kernel of size O(hd−ε) if co-NP * NP/poly.
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Proof. We give a reduction from d-Hitting Set on d-uniform hypergraphs. Given an
instance (G, h) of d-Hitting Set on d-uniform hypergraphs, we consider the equivalent
d-Hypergraph Independent Set instance (G, |V (G)|−h). By Lemma 15, we construct an
instance (P ]B, |V (G)|+ |E(G)|−h). Note that the transformation is such that |P | = |V (G)|
and |B| = |E(G)|. Thus, G has a d-hitting set of size k if and only if G has an independent
set of size |V (G)| − h, which by Lemma 15 happens if and only if P ]B has a point subset
of size k′ = |P ]B| − h that is in general position with respect to hyperplanes in Rd. This
means that the dual parameter |P ] B| − k′ is equal to h, which is the d-hitting set size
in G. This implies the lower bound on the kernel size of Hyperplane Subset General
Position in Rd parameterized by the dual parameter.

J

We obtain tight polynomial kernels from the following Proposition, derived from a folklore
result.

I Proposition 16.1. Hyperplane Subset General Position in Rd parameterized by the
dual parameter h has a kernel of size hd.

Proof. We state the folklore reduction from Hyperplane Subset General Position in
Rd to (d+ 1)-Hitting Set. Given an instance (P, h) of Hyperplane Subset General
Position in Rd, we construct the following instance (G, h) of (d+ 1)-Hitting Set. Corres-
ponding to each point in P we create a vertex in V (G). For any d+ 1 point in P that are
coplanar in Rd, we create a hyperedge with the corresponding vertices. Consider the vertices
in a hyperedge of G. At least one of the corresponding points has to be deleted in order to
construct a subset of P that is in general position with respect to hyperplanes in Rd. Thus,
the set of points deleted correspond to a hitting set of G. Therefore, the reduction is correct.

(d+ 1)-Hitting Set has a kernel where the universe size if O(hd) [19]. This gives us an
O(hd) kernel for Hyperplane Subset General Position in Rd parameterized by the
dual parameter. J

Lower bounds on elements in a kernel for hyperplanes in dual parameter

In this section, we show that by the method suggested by Dell and Melkebeek [7], we can
show a lower bound on the number of points in a polynomial kernel for Hyperplane Subset
General Position in Rd, for each fixed positive integer d. This result is a direct extension
of the results obtained in [15] and [14].

I Theorem 17. Hyperplane Subset General Position in Rd, parameterized by h,
cannot have a kernel with O(hd−ε) points if co-NP * NP/poly.

5 Bounded degree polynomials and the dual parameter

In this section we discuss about the generalization of Theorems 16 and 17. Note that, for
any given point set P with n points, both theorems can be proved for finding a point set of
size n− h, h being the dual parameter, if the construction of Lemma 14 can be replicated for
a particular family F . In particular, consider a family F of polynomials of degree at most
d with basis {f1(X), . . . , fb(X), 1}, where X = {X1, . . . , Xt}. Suppose for each b-uniform
hypergraph G with n vertices and m edges it is possible to make a transformation as follows:
1. The points {p1, p2, . . . , pn} are in general position with respect to F and have bounded

representation.
2. Each vertex vi ∈ V (G) is mapped to the point pi ∈ P .
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3. Each hyperedge ej ∈ E(G) is mapped to the point bj ∈ B.
4. For a hyperedge ej ∈ E(G), if there are d points {pi1 , pi2 , . . . , pib} ∈ P such that

bj , pi1 , pi2 , . . . , pib lie on a polynomial from F , then it must be the case that ej =
{pi1 , pi2 , . . . , pib}.

5. For any set of i ≤ b points of B and b+ 1− i points of P cannot be on any polynomial of
F .

6. The points in B are in general position. In other words, no b+ 1 points in B can be on
any polynomial of F .

Let us call such a transformation a good transformation. Then with respect to such a family
F , equivalent tight kernelizations for the dual parameter can be given. When F is the family
of spheres, then such a construction is possible.

I Corollary 18. Given the family of spheres in Rd, for each (d+ 1)-uniform hypergraph with
n vertices and m points there is a good transformation to a set P ]B of n+m points.

Proof. The construction is similar as that of Lemma 14, as we again can construct the sets
greedily. The point set P can be extracted from a large enough grid as in the construction
given in Lemma 14. The construction of the points in B is also done inductively. Suppose
the points of a subset B′ ⊂ B have already been placed on rational points such that all the
necessary conditions are satisfied. Let be ∈ B \B′. Consider the sphere Se defined by the
d-sized point set Pe corresponding to the vertices of e ∈ E(G). Consider the family F of
spheres formed by (i) a set of any d points in P other than the set Pe, (ii) any d points from
B′, and (iii) a set S of d points with at least one point from P and at least one point from
B′. The intersection of this family of spheres with Se is a family F ′ of lower dimensional
spaces. Since the points in P have bounded representation, so do the intersection spaces.
It is possible to determine in polynomial time the arrangement of the lower dimensional
intersections on Se [1]. From this arrangement, we select a point with bounded representation
that does not belong to any of the lower dimensional flats in F ′ and set the point to be. The
set B′ ∪ be again satisfies all the necessary conditions. We continue till all the points in B
have been determined. Thus, we construct the required set P ]B. J

6 Open Problems

One of the major open questions in this area is regarding techniques for showing kernel lower
bounds with respect to the primal parameter. Currently, no non-trivial lower bound is known
for even Hyperplane Subset General Position in R2.

In Section 5, we gave tight lower bounds with respect to the dual parameter under
some restricted vector spaces of d-degree polynomials. It will be interesting to understand
the problem better for general vector spaces of d-degree polynomials. In fact, it might be
useful for both algorithmic as well as combinatorial studies to understand the Geometric
Subset General Position in both the primal and dual parameter for families of d-degree
polynomials that are not vector spaces or a subset of a vector space. We are interested in
studying families that fall outside these frameworks.

General position with respect to spheres is also connected to Delaunay Subset Selec-
tion problem where we are given a point set P ⊂ Rd as input and the problem is to extract
a maximum size subset S of P such that the Delaunay complex Del(S) is a triangulation
of the convex hull conv(S) of S. Although the upper bounds for kernelization given in this
paper hold for this problem, lower bound questions remain open for both primal and dual
parameter.
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