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Abstract—We propose D2-ITS, a flexible and extensible framework to dynamically distribute network control to enable message dissemination in Intelligent Transport Systems (ITS). By decoupling the control- from the data plane, D2-ITS leverages network programmability to address ITS scalability, delay intolerance and decentralization. It uses a distributed control plane based on a hierarchy of controllers that can dynamically adjust to environment- and network conditions in order to satisfy ITS application requirements. We demonstrate the benefits of D2-ITS through a proof-of-concept prototype using the ns-3 simulation platform. Results indicate lower message delivery latency with minimal additional overhead.

I. INTRODUCTION

Vehicle communication is expected to support Intelligent Transport Systems (ITS)\(^1\), in which vehicles exchange information to self-drive, coordinate traffic flow, communicate road conditions, avoid accidents, etc. Vehicle-to-vehicle and vehicle-to-infrastructure communication is thus a basic building block to enable and support ITS.

Message dissemination services such as Road Hazard Warning (RHW) [1], [2] are notable examples of emerging ITS applications. RHW services aim at alerting road users of relevant events, including traffic jams and hazardous conditions employing vehicular communication and cooperation in real time. ITS services and applications pose significant challenges due to their stringent low latency, reliability, scalability, and geographic decentralization requirements.

In order to address ITS’ challenges and enable efficient wireless connectivity on wheels, ITS deployments rely on infrastructure-based wireless communication such as IEEE 802.11 variations or LTE. However, while 802.11p [3], a standard ITS solution, suffers from scalability issues [4], the main concern for LTE-based communication is latency due to its centralized architecture. As surveyed in [5], such limitations motivate heterogeneous wireless communication technologies as promising ITS solutions.

Leveraging the emergence of the Software-Defined Networking (SDN) paradigm, Software-Defined Vehicular Ad hoc NETwork (SD-VANET) architectures have been proposed [6], [7]. SD-VANETs rely on the separation between network control and data planes, resulting in increased network programmability that enables vehicles to react and adjust to dynamically changing environmental- and networking conditions.

As discussed in more detail in Section VI, SD-VANETs have demonstrated the benefits of using SDN’s decoupling of network control from data when compared to “traditional” VANET architectures (e.g., employing multi-hop ad hoc network routing [7]). However, current architectures either: (1) rely on logically centralized control plane, or (2) use a static control distribution approach, both of which are not compatible with ITS’ scalability, geographic decentralization, and latency requirements. Additionally, heterogeneous wireless communication technologies in which vehicles are equipped with multiple wireless interfaces for improved connectivity and reliability have not yet been explored.

In this paper, we introduce D2-ITS, a flexible and extensible framework that can dynamically distribute network control to address the scalability, delay intolerance, and decentralization requirements of ITS applications. To the best of our knowledge, D2-ITS is the first framework to employ a distributed control plane which: (1) is decoupled from the data plane, and (2) is based on a control hierarchy that can dynamically adjust to current environment and network conditions in order to support ITS application requirements. As such, the contributions of this paper include: (1) D2-ITS’ distributed network control plane architecture and design; (2) D2-ITS implementation in support of ITS’ Road Hazard Warning (RHW) message dissemination; and (3) Proof-of-concept D2-ITS prototype demonstrating that our framework provides lower message delivery latency with minimal additional overhead.

The remainder of the paper is organized as follows. Section II introduces the D2-ITS architecture. ITS RHW message dissemination application is presented in Section III. In Section IV we describe D2-ITS’ design and implementation and in Section V we evaluate our D2-ITS prototype to support RHW services. We review related work in Section VI and present final remarks and directions for future work in Section VII.

II. D2-ITS ARCHITECTURE

Our approach to addressing the requirements of Intelligent Transport Systems (ITS) leverages the basic principle underlining the Software-Defined Networking (SDN) paradigm, i.e., the decoupling of the control- and the data planes. From ITS’ perspective, the main benefits resulting from control-data plane separation include increased agility to detect and react to the
underlying system/network dynamics which provides better support for ITS’ stringent quality-of-service requirements.

On the other hand, SDN’s logically centralized control plane is not compatible with ITS’ scalability and latency requirements, as well as its geographic- and administrative decentralization. For example, control plane scalability limitations have been discussed along with approaches to partially solve them in [8].

In D2-ITS, we leverage network programmability enabled by the separation between the network control- and data planes to achieve flexibility and agility. However, we go a step further by proposing a logically distributed network control plane which can dynamically adjust to current environment conditions and network characteristics to support ITS’ scalability, delay intolerance, and decentralization. D2-ITS’ distributed control plane employs a hierarchy of “controllers” as exemplified in Figure 1. In this example ITS scenario, vehicles connect to road-side units (RSUs) which in turn are connected through a back haul network (e.g., Radio Base Stations, or RBSs). Controllers are placed at RSUs and control vehicles within their “domain”. As illustrated in Figure 2, an RSU’s domain is defined by its communication range. We consider that RSUs employ low range communication technologies such as IEEE 802.11 and its variants. At the next level up the control hierarchy, controllers are placed at RBSs and control their own domain, which could span RSUs within the RBS’ communication range. Control is thus decentralized since controllers do not necessarily have complete state information about the network and participants.

**Control Plane**

As illustrated in Figure 1, control plane communication happens through the “east-west” interface between controllers at the same hierarchical level (“horizontal” east-west communication) or between controllers at different levels (“vertical” east-west communication). Controllers use the equivalent to SDN’s southbound interface API to communicate with nodes (i.e., vehicles) they control, which are equipped with software switches, e.g., SDN-enabled (not shown in the figure). RSUs are also equipped with software switches such that they can relay data messages.

**Data Plane**

Data is forwarded according to routing/forwarding policies established by the domain’s controller, the local RSU in our example scenario. We should point out that since RSUs and RBSs are also part of the data forwarding infrastructure, they can also participate in data forwarding. For instance, if node 1 in Domain A (see Figure 1) needs to communicate with node 2 in Domain B, it will do so through Domain A’s RSU which will relay traffic to Domain B’s RSU. Alternatively, as indicated in Figure 1, data can flow directly between two domains as long as the controllers establish a direct data path.

Figure 2 illustrates how control domains can be defined for infrastructure-based ITS scenarios, i.e., ITS deployments using infrastructure-based wireless communication (e.g., through IEEE 802.11-enabled RSUs, LTE eNodeBs, etc). According to Figure 2, controllers located at RSUs or RBSs will control nodes within their communication range. If a node is located within range of more than one RSU, the node can decide which RSU will function as its controller using criteria such as the RSUs’ RSSI, etc. As previously pointed out, the RSU-resident controller can configure vehicles in its domain to send data packets directly to it using a vehicle-to-infrastructure (V2I) model, so that communication goes through a low-latency backbone. Vehicle-to-vehicle (V2V) communication could also be employed for data forwarding. Additionally, as shown in Figure 2, mobile infrastructure (e.g., mobile gateways in vehicles) capable of V2V communication can be used to extend coverage of stationary infrastructure.

**III. Road Hazard Warning (RHW) Application**

D2-ITS’ current design is motivated by ITS message dissemination applications, such as Road Hazard Warning (RHW).
services [1], [2] which use V2I communication to disseminate messages amongst vehicles.

Road Hazard Warning (RHW) [1], [2] is an event-based road message dissemination service specified by the European Telecommunications Standards Institute (ETSI). It defines a variety of events including traffic jams, hazardous conditions and messages that will be generated to alert road users (e.g., cars, trucks) of such events².

For example, Decentralized Environmental Notification Messages (DENMs) [1] are mainly used to provide the necessary alerts in the case of emergency situations (e.g., eminent risk of collision) or warnings, e.g., in the event of a road congestion. As such, DENMs should be conveyed through the ITS infrastructure and delivered to road users in the geographic area affected by the event, or “relevance area” [1].

Cooperative Awareness Messages (CAMs) [2], on the other hand, carry signaling information. CAM’s contents vary according to the type of RHW service. They may carry information about vehicle location, vehicle type, as well as time of day, vehicle speed, etc. Section IV-C describes how we implement RHW message dissemination atop our D2-ITS framework.

A. Infrastructure-Based Communication

We consider scenarios in which RSUs are deployed along roads and highways to provide network coverage using short- or medium-range technologies. In our D2-ITS framework, the RSU is a natural host for the controller, which manages its “domain” using specialized control applications running atop the controller. For instance, control applications can be tailored to cope with specific features of the area being serviced. For example, some regions can be sparser while others can be more dense.

Infrastructure-based communication in support of RHW services can employ only stationary infrastructure, i.e. RSUs. Alternatively, since in some cases deploying RSUs can be either technically or financially not viable, mobile, device-to-device communication capable gateways can be used to extend the scope of RSUs. They can connect vehicles that would be disconnected otherwise. Figure 3 illustrates the case in which a source node transmits messages that are forwarded both by the fixed infrastructure as well as mobile gateways in order to reach all their destinations. Mobile gateways can also be used to interconnect RSUs in regions where they are sparsely deployed.

B. RHW Message Dissemination

Below, we highlight some of the main RHW’s message dissemination assumptions, features, and requirements.

- **Vehicle-to-infrastructure communication**: V2I communication is the default method of message dissemination; alternatively, the controller can establish direct vehicle-to-vehicle (V2V) paths. As previously discussed, the controller can also designate a vehicle as a gateway node, which would then relay messages to nodes for which it serves as gateway. Note that in the latter two cases, vehicles would need to be capable of V2V communication.

- **Vehicle-to-vehicle communication**: V2V communication can also be used to disseminate messages; it will be based on match-action tables installed by the appropriate controller.

- **Vehicle position**: a vehicle knows its position (e.g., using GPS) and transmits it periodically using CAMs to a controller in its communication range.

- **Relevance area based message delivery**: application messages should be routed to the appropriate relevance area; note that vehicles may be moving in and out of relevance areas.

- **Relevance area**: the relevance area of a given message is computed by the corresponding controller.

- **RSU coverage**: RSUs have limited coverage so vehicles could be outside the range of an RSU. As previously pointed out, RSUs can extend their coverage by designating a vehicle in its range to act as a gateway to forward messages to other vehicles outside the RSU’s range. Note that there may be cases in which vehicles are not covered by an RSU.

- **Message delivery priority**: RHW messages require different delivery priorities. For instance, messages that convey emergency situations will have higher priority over messages carrying information about general road conditions.

IV. D2-ITS DESIGN AND IMPLEMENTATION

Using Road Hazard Warning services (RHW) as our use case allows us to show D2-ITS’ ability to handle RHW’s message delivery requirements. As the basis for our implementation, we use the Libfluid [9] open-source controller and the Open vSwitch (OVS) software switch [10]. As we describe in detail in this section, some of our contributions include the design and implementation of the east-west interface for

---

controller-to-controller communication, as well as the extension of the southbound controller-to-vehicle to include the new message types required by RHW services.

A. Message Types and Dissemination

The types of messages supported in our current D2-ITS implementation follow ETSI’s ITS specifications [1], [2] for RHW services as described in Section III.

- **Decentralized Environmental Notification Messages (DENMs)** are forwarded by D2-ITS’ data plane and can be of the following types:
  - **Emergency** are time-sensitive data plane messages sent by vehicles to their connected controller to convey information about nearby accidents, eminent risks, etc. They have the highest delivery priority. Controllers flood emergency messages to vehicles in their domain. We opted to follow the ETSI “awareness range” criteria, i.e., emergency messages are delivered to vehicles in the neighborhood using a time-to-live approach. We should point out that the D2-ITS framework can be adjusted to account for different message delivery criteria;
  - **Warning** are also data plane messages. They are sent by vehicles to their connected controller to report abnormal situations on the road such as road congestion or traffic jams. Warnings are disseminated by controllers to vehicles within their relevance area. Depending upon the type of warning and the extension of the area it affects, the controller can also forward such message to peer controllers, which in turn will decide how to forward the message further.

- **Cooperative Awareness Messages (CAMs)** are control plane messages which are sent periodically from a vehicle to a controller. They typically carry information about vehicles such as their current location, speed, etc. Controllers use location updates to compute relevance areas, compute and install routes in vehicles. This is similar to the concept of Local Dynamic Map (LDM) defined by ETSI [11]. These messages are also exchanged between controllers to exchange information about their respective domains.

- **User Addition Requests**: are another type of control plane messages. They are sent by a vehicle to the controller to which the vehicle trying to connect. This message also serves to authenticate the vehicle with the controller. If security is not enforced, user addition requests are used for node identification purposes only.

- **Controller HELLO** are control plane messages used to advertise controller presence and build peering relations between pairs of controllers.

CAM and DENM messages are implemented using OpenFlow 1.3’s experimenter message. Experimenter messages are used in OpenFlow 1.3 as a way to enable extensions to the protocol without the need of a protocol version update. In our implementation, we use the payload of an experimenter message to carry the RHW messages described above (e.g., CAMs and DENMs). As shown in Figure 6, which illustrates the format of the experimenter message, we use the header to specify the message type and the length of its payload. The message type differentiates between different types of CAM and DENM messages.

B. D2-ITS Controller

As we elaborate in Section IV-A, each vehicle connected to a controller can send CAM and DENM messages. CAM messages are also exchanged between neighboring controllers to notify each other about their respective domain. The flowcharts shown in Figure 4 and Figure 5 summarize how the D2-ITS controller handles the different types of messages it receives.

Upon reception of a CAM message from a vehicle, the controller updates the corresponding information about the vehicle in its local database. Similarly, the controller updates its local database with the domain information of the neighboring controller upon the reception of CAM messages.

When DENM warning message is received by the controller it gets routed to the relevance area through backhaul network using east-west interface. Message routing is decided using the domain information of the neighboring controllers in the local database updated via CAM messages. Thus, geographic routing of the warning messages depends on the area relevant to the corresponding event.

DENM emergency message needs immediate action and hence is broadcasted by the controller upon its reception. The broadcasting of emergency messages is localized to the domain of the controller.

C. D2-ITS Prototype

We used the ns-3 simulator\(^3\) in conjunction with its Direct Code Execution (DCE)\(^4\) module to prototype our framework. Using DCE allows execution of live code atop the ns-3 stack that enabled us to use open-source controllers, standardized APIs and software switches that are widely used.

\(^3\)https://www.nsnam.org/
\(^4\)https://www.nsnam.org/overview/projects/direct-code-execution/
Fig. 5. D2-ITS controller’s processing of DENM messages

As previously pointed out, D2-ITS enabled vehicles are based on the Open vSwitch (OVS) [10] software switch with OpenFlow suppport [12]. Libfluid [9] was used to provide a lightweight controller implementation. One main new feature we added to the Libfluid controller is the east-west interface, which enables controller-to-controller communication and OpenFlow experimenter messages. Additionally, as described in Section IV-A, we implemented D2-ITS control (e.g., CAMs) and data plane messages (i.e., DENMs) using OpenFlow experimenter messages. To this end, we added new experimenter message types as well as the logic to generate and parse them.

Figure 7 illustrates D2-ITS’ prototype modules and their interactions. As shown in the figure, our customized versions of OVS and libfluid run atop the ns-3 userspace through DCE, enabling the OpenFlow protocol for any node interface. Node interfaces such as LTE and 802.11 variants can work atop a Linux kernel stack or atop a simulated ns-3 stack. Note that the RSU is implemented based on the modified libfluid controller while a vehicle is based on the modified OVS switch. Additionally, D2-ITS supports the use of mobile controllers, a feature that we discuss in Section V-C.

V. D2-ITS EVALUATION

As proof of concept, we showcase how our D2-ITS framework supports ITS applications. Our experiments aim at demonstrating the benefits of using a decentralized control plane approach for Road Hazard Warning services.

A. Experimental Methodology

We ran our experiments using the D2-ITS prototype built on ns-3/DCE. We conducted a side-by-side comparison between “distributed”- (D-ITS) and centralized (C-ITS) scenarios that are illustrated in Figures 8 and 9, respectively. D-ITS and C-ITS are setup as follows:

- D-ITS: two stationary RSUs (node 2 and node 3), each co-located with a controller, are interconnected through a wireless network. Vehicles in an RSU’s range connect to the controller hosted by the RSU over IEEE 802.11 ad hoc mode; RSUs communicate through a point-to-point backhaul network;
- C-ITS: devices are associated to a single network-wide controller using the cellular network. In particular, as shown in Figure 9, we use an LTE network where the LTE base station, eNodeB, (node 0) is connected to the centralized controller through a backhaul network.

Message generation: In our experiments, vehicles send periodic RHW messages that are either warning or emergency messages and are conveyed over V2I communication. As described earlier, warning messages should be routed to a relevance area (which may include multiple domains), while emergency messages should be broadcast locally in the domain. Warning messages are generated every 3 seconds and emergency messages every 7 seconds.

Vehicle mobility: A grid of size 1000x800 meters was created to represent the road. In order to provide a realistic road network scenario, we simulate platoon of vehicles traveling on the road with a certain speed while the source node, which is also moving, sends warning and emergency messages. A few stationary cars are also placed along the roadside. We use SUMO (Simulation of Urban MOBility) [13] to generate realistic vehicle mobility traces which were used as input to our ns-3/DCE simulations.

Table I presents the main parameters used for the D-ITS and C-ITS scenarios. In the case of C-ITS, the backhaul network uses ns-3’s point-to-point abstraction to connect the eNodeB LTE base station and the controller. We set the backhaul network delay to 100 milliseconds which is the upper bound delay expected for LTE mobile backhaul [14]. For a fair comparison, we use the same parameters for the D-ITS backhaul network, which connects the RSUs. Note that the
number of nodes for the D-ITS scenario is 14 while it is 12 for C-ITS. This is because the D-ITS scenario has two RSUs that are not present in C-ITS.

It is worth pointing out that in D-ITS, forwarding decisions are distributed across different controllers, while in C-ITS, a single controller is in charge of forwarding decisions. Another difference is that the C-ITS scenario imposes the maintenance of a network-wide database. In D-ITS, on the other hand, controllers do not need to keep a global view of the network state.

Evaluation metrics: Motivated by ITS’ low delay requirements, we measure end-to-end latency as the time it takes for data messages (both warning and emergency) to be delivered from the source node to nodes in the message’s relevance area. We report latency results for both emergency and information messages. We also compute overhead as the ratio between the number of data bytes over the total number of control bytes generated.

**TABLE I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>D-ITS</th>
<th>C-ITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation time</td>
<td>300 s</td>
<td>300 s</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>Node speed</td>
<td>10.15 m/s</td>
<td>10.15 m/s</td>
</tr>
<tr>
<td>Event report interval (Information)</td>
<td>3 s</td>
<td>3 s</td>
</tr>
<tr>
<td>Event report interval (Emergency)</td>
<td>7 s</td>
<td>7 s</td>
</tr>
<tr>
<td>Communication</td>
<td>802.11 ad hoc</td>
<td>LTE</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>11 Mbps</td>
<td>25 Mbps</td>
</tr>
<tr>
<td>Distance between RSUs</td>
<td>740 m</td>
<td>—</td>
</tr>
<tr>
<td>Estimated RSU range</td>
<td>145 m</td>
<td>—</td>
</tr>
<tr>
<td>Backhaul delay</td>
<td>100 ms</td>
<td>100 ms</td>
</tr>
<tr>
<td>Backhaul data rate</td>
<td>2 Mbps</td>
<td>2 Mbps</td>
</tr>
<tr>
<td>Grid size</td>
<td>1000x800m</td>
<td>1000x800m</td>
</tr>
</tbody>
</table>

B. Results

We present results for mobile and stationary destination nodes in the relevance area. Each data point in the latency graphs below are averaged over 10 runs. Latency variations between different runs were negligible, therefore we do not show them. In the D-ITS scenario, nodes 7 to 13 are moving towards the relevance area, while nodes 5 and 6 are stationary located in the relevance area. In C-ITS, nodes 5 to 11 are mobile, while nodes 3 and 4 are stationary.

Figures 10 and 11 show how message delivery latency varies with time in the D-ITS scenario for a stationary- and mobile destination, respectively. Figure 12 shows latency results for a mobile node in the C-ITS scenario. We should point out that in the C-ITS scenario, there is no difference in delivery latency for stationary- or mobile nodes (so we only show a single latency graph for the C-ITS scenario). This is because nodes are always connected to the centralized controller. We should also note that the graphs shown for an individual node are representative (i.e., show similar results and trends) of that node’s category (e.g., all mobile- or all stationary nodes in the experiment). Note that the stationary vehicles, namely nodes 5 and 6 in the D-ITS scenario, remain connected to RSU node 3 throughout the lifetime of the experiment, while mobile vehicles (nodes 7-13) connect to RSU node 3 only during the time they are in RSU node 3’s range. In the C-ITS scenario, vehicles are always connected to the centralized controller (node 0). Consequently, as shown in Figure 12, we observe that: (1) delivery latency is constant throughout the
In contrast, in the D-ITS scenario, emergency messages are delivered only to the vehicles located in the area affected by the event that triggered the message and are consistently delivered with much lower latency when compared to the C-ITS scenario. In our experiments, the average latency for emergency messages is 18ms (accounting for the outliers shown in the graphs) while in the C-ITS case, it is 142ms, which is the same for warning messages, as previously pointed out. Note that in Figure 11 messages were not delivered when the vehicle was outside the relevance area.

In the case of warning messages, overall, they experience lower latency in the D-ITS scenario (average latency of 110ms) when compared to C-ITS (average latency of 142ms). Warning message latency depends on the location of the sender relative to the receiver. For instance, in Figure 10, up to about 116 seconds, the source node is connected to RSU node 2, forcing warning messages to travel across different domains through decentralized controllers so they can reach the relevance area covered by RSU node 3. This results in latency varying from 115 to 120 milliseconds.

We calculated the overhead for both scenarios and our results show that the overhead incurred by the D-ITS scenario is only 6.5% higher than C-ITS’s overhead.

Figure 10 also shows that emergency messages are localized to a single domain, resulting in delivery with low latency. A stationary vehicle does not receive emergency messages until time 145 seconds, i.e., when source node finds itself in the same domain as its (stationary) destination.

We observe that, in some cases, emergency and warning messages experienced considerably higher latency when compared to the average latency. Vehicle mobility increases the chance of such anomaly in the simulated experiment. Also, latency can increase as vehicles reach the edge of the RSU coverage area.

In summary, our experiments highlight that the proposed framework can yield lower message delivery latency for Intelligent Transport Systems services such as RHW. In particular, we show that emergency messages can be delivered with significantly lower latencies (in our experiments, one order of magnitude lower) when compared to a centralized control plane approach with only a slight increase in overhead.

C. Discussion

As described previously, D2-ITS’ current implementation focused on ITS’ RHW services. However, D2-ITS can be extended to include other features and functionality so that it can be used by other ITS applications. Below we describe some of these extensions.

Vehicle-to-vehicle communication: as mentioned in Section III-A, our framework can be extended to support V2V communication. We provided the example of a mobile gateway that extends the domain of a RSU by forwarding data packets to neighbors (Figure 3). One of the challenges is to provide the controller with sufficient information to control a gateway. For instance, the controller should be aware of nodes in the gateways’ vicinity, including their position. Such information would enable the controller to define message relevance areas, i.e., decide which nodes should receive which data messages.
**Vehicle-controller discovery:** our framework allows vehicles to establish a connection with a controller for exchanging control and data packets. Even though we did not explore how such connection can be established dynamically, it is an important challenge to be addressed. OpenFlow allows multiple controller connection for a single switch with the restriction of defining a single controller in charge (or a master controller). However, there is no protocol for dynamic switch-controller association. In our experiments, it is possible to predict when a vehicle will be in the range of an RSU, and thus, of a controller. This helps in defining when a vehicle should become part of a controller’s domain.

**Mobile controller:** disconnections between vehicles and controllers may happen very often in ITS due to mobility, RSU coverage, etc. One way to mitigate control plane disconnections is to use mobile controllers. For example, in Figure 3, a gateway could act as a controller through a delegation process [15], i.e., a higher layer controller could offload tasks to the new instantiated controller. The work in [16] provides an example of task offloading using local controllers, but does not address challenges such as dynamically defining what tasks should be delegated and when they should be offloaded.

**VI. RELATED WORK**

**VANETs:** some of the main challenges of VANETs relate to efficient and reliable message dissemination. Many protocols usually mitigate the broadcast storm problem using techniques for broadcast suppression (e.g., [17]), limiting the number of relay nodes. A common method to nominate relay nodes in VANETs is based on node position and moving direction (e.g., [18], [19]). The appropriate selection of relay nodes also impacts in reliability. For instance, mobility prediction can be employed for improved message delivery rate [20]. Reliability is also a challenge for VANETs in ITS due to the link stability. The work in [21] proposes the grouping of vehicles according to their velocity. The results have shown increase in link duration, reduction in the number of link-breakage events and increase in the end-to-end throughput.

**Software Defined VANETs:** Ku et al. [7] propose an architecture for software-defined VANETs. The architecture assumes a logically centralized intelligence for the entire VANET system. Based on simulation results which evaluate routing performance, the authors show that SDNs are beneficial for VANETs when compared to wireless, multihop ad-hoc network (MANET) solutions. They demonstrate that transmission power adjustment is another feature that can be provided using SDN.

Petit et al. [22] investigate the feasibility of vehicles acting as data relays between RSUs. They consider the scenario in which RSUs have no wired or wireless connectivity between them and use vehicle mobility to relay data amongst RSUs. They find that the throughput obtained is directly proportional to the peak rate of the wireless channel used for vehicle-to-roadside communication.

DeVANET [23] proposes a decentralized software-defined VANET architecture in which each “domain” has its own centralized SDN controller. A “root” controller receives domain information such as link state and host presence from domain controllers. From its description in [23], DeVANET does not consider dynamic control distribution in response to application needs and current network and environment conditions. Additionally, its implementation and consequently experimental evaluation are quite limited.

Other efforts such as [24] and [25] consider SDN-enabled RSUs for VANETs. This approach allows dynamic path computation by an SDN controller. An interesting concept is the RSU cloud [26] in which a customized RSU can host services for vehicles. It employs SDN to dynamically instantiate, replicate, and/or migrate services.

**Software Defined Networking:** the concept of local controllers was firstly advocated by Kandoo [16] in order to reduce the load on the global controller. Local controllers filter the number of new flow requests. The work in [27] investigates the relation between algorithms to manage distributed controllers and algorithms to maintain local controllers. Usman et al. [28] propose a hierarchical D2D communication architecture for public safety applications that also uses the concept of local controllers. Formation and management of mobile clouds of devices are the main goal of the architecture.

The framework proposed here provides a flexible control plane that can automatically adjust as a function of the dynamics of the underlying environment in order to address application requirements. Control can be distributed as needed: for example, controllers can be instantiated at different ITS control levels, e.g., at RSUs or in vehicles within groups of vehicles. That way, decisions can be made locally using only locally-relevant information, for example in order to satisfy stringent latency requirements. Local control also allows the system to scale as well as improve its robustness to connectivity disruptions. The use case scenario presented in the previous section shows a proof-of-concept of our D2-ITS prototype and demonstrates that it can achieve lower message delivery latency with minimal additional overhead.

**VII. CONCLUSION AND FUTURE WORK**

In this paper, we propose the D2-ITS framework which uses network programmability to support message dissemination services for Intelligent Transport Systems. We describe D2-ITS decentralized control plane architecture, design, and prototype implementation. Our proof-of-concept experiments using the ns-3/DCE simulation platform show that D2-ITS yields lower message delivery latency with minimal additional overhead.

We plan to pursue the following directions of future work: control plane load balancing and fault tolerance, security, and administrative decentralization and autonomy. We also plan to carry on further experiments using Mininet-Wifi [29].
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