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ABSTRACT  5 

In 2004, Murray et al. published a review of methodological developments in both the design 6 

and analysis of GRTs. In the thirteen years since, there have been many developments in both 7 

areas. The goal of the current paper is to focus on developments in design with a companion 8 

paper to focus on developments in analysis. As a pair, these papers update the 2004 review. This 9 

design paper includes developments in topics included in the earlier review (e.g. clustering, 10 

matching, and individually randomized group treatment trials) and new topics including 11 

constrained randomization and a range of randomized designs that are alternatives to the 12 

standard parallel-arm GRT. These include the stepped wedge GRT, the pseudo-cluster 13 

randomized trial and the network-randomized GRT, which, like the parallel-arm GRT, require 14 

clustering to be accounted for in both their design and analysis. 15 

INTRODUCTION  16 

A group-randomized trial (GRT) is a randomized controlled trial in which the unit of 17 

randomization is a group and outcome measurements are obtained on members of those groups.1 18 

Also called a cluster randomized trial or community trial,2-5 a GRT is the best comparative 19 

design available if the intervention operates at a group level, manipulates the physical or social 20 

environment, cannot be delivered to individual members of the group without substantial risk of 21 

contamination across study arms, or if there are other circumstances which warrant the design 22 

such as a desire for herd immunity or a need to estimate both the direct and indirect intervention 23 

effects in studies of infectious diseases.1-5  24 

In GRTs, outcomes on members of the same group are likely to be more similar to each other 25 

than to outcomes on members from other groups.1 Such clustering must be accounted for in the 26 
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design of GRTs to avoid under-powering the study and accounted for in the analysis to avoid 27 

under-estimated standard errors and inflated type I error for the intervention effect.1-5 28 

In 2004, Murray et al.6 published a review of methodological developments in both the design 29 

and analysis of GRTs. In the 13 years since, there have been many developments in both areas.  30 

The goal of the current paper is to focus on developments in design with a companion paper to 31 

focus on developments in analysis.7  As a pair, these papers update the 2004 review. With both 32 

papers, we seek to provide a broad and comprehensive review to guide the reader to seek out 33 

appropriate materials for their own circumstances. 34 

DEVELOPMENTS IN FUNDAMENTALS OF DESIGN 35 

Clustering  36 

In its most basic form, a GRT has a hierarchical structure with groups nested within study arm 37 

and members nested within groups. Additional levels of nesting may arise through repeated 38 

measures over time or from more complex group structures (e.g., children nested in classrooms 39 

nested in schools). When designing and analyzing a GRT, it is necessary to account for the 40 

clustering associated with the nested design.1-5 41 

The intraclass correlation coefficient (ICC) is the clustering measure most commonly used in 42 

power calculations and reported in published studies.8 Eldridge et al.9 provide a comprehensive 43 

review of ICC definitions and measures in general clustered data for both continuous and binary 44 

outcomes, the most commonly reported outcomes in GRTs.10,11 Whereas the ICC for continuous 45 

outcome measures is well-defined and generally well understood,1-4 Eldridge et al.9 highlight 46 

some of the challenges for binary outcomes and provide several definitions (see Table 1 for the 47 

form most commonly presented in GRT texts).2,4,5,9 Others compare methods to estimate the ICC 48 
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of a binary outcome.12-17 The ICC is not easily defined for rates based on person-time data.2,4 49 

Recent publications have defined ICC for time-to-event data.18,19 50 

The coefficient of variation (CV) is a measure of clustering that is defined for general clustered 51 

data when the distributional parameter of interest is a mean, proportion, or rate.3,17 The CV and 52 

ICC for continuous and binary outcomes are related by a mathematical relationship as a function 53 

of the distributional parameter of interest (i.e. mean or proportion) and, for continuous outcomes,  54 

of the within-group variance, 𝜎𝑤2  (Table 1).2,4 Hayes and Moulton2 advocate for the CV generally 55 

in power calculations; Donner and Klar agree for event data analyzed as rates.3 56 

[TABLE 1 ABOUT HERE] 57 

Given the central role of clustering in planning GRTs, imprecision in the estimated level of 58 

clustering can lead to an under-powered trial. Multiple authors address imprecision, and all focus 59 

on the ICC.20-26 Simultaneously, there has been an increasing number of publications that report 60 

ICCs (for example, Moerbeek and Teerenstra27 provide a comprehensive list of such papers) to 61 

aid the planning of future studies, consistent with the CONSORT statement on GRTs.28 62 

Cohort vs. Cross-Sectional GRT Designs  63 

The choice between a cohort and cross-sectional GRT design (or a combination) is driven by the 64 

nature of the research question.1 The cross-sectional design is preferred when the question is 65 

about change in a population1 or when the time to the outcome is so short as to make a cohort 66 

study impractical (e.g., studies involving acute conditions).2 For example, in order to observe 67 

enough participants with malaria at 6-monthly follow-up time points and to be able to draw 68 

conclusions about population-level behavior related to malaria treatment choices, Laktabai et 69 

al.29 chose a cross-sectional design in which different population samples were obtained at each 70 
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follow-up time point. In contrast, when interested in change in specific individuals, or in 71 

mediation, the most natural choice is the cohort design in which a cohort of individuals is 72 

enrolled and followed up over time.1 For example, Turner et al.30 chose such a design to study 73 

child outcomes in mothers with prenatal depression. Similarly, the cohort design is usually 74 

required to generate event data in individuals.2 A combination design could be used whereby the 75 

cross-sectional design is augmented by subsampling a cohort of individuals who are followed 76 

over time, such as in the COMMIT study.31 A recent review32 indicated that the cohort design is 77 

the most common GRT design (67% of 75 GRTs).  78 

DEVELOPMENTS IN THE DESIGN OF PARALLEL-ARM GROUP-79 

RANDOMIZED TRIALS 80 

Baseline Imbalance of Group Sample Size  81 

Imbalance of group sample size means that group sizes are different across the groups 82 

randomized in the study, with implications for statistical efficiency. Donner discussed variation 83 

in group size for GRTs for a design stratified by group size.33 Guittet et al.34 and Carter35 studied 84 

the impact on power using simulations, which showed the greatest reduction in power with few 85 

groups and/or high ICC. Several authors have offered adjustments to the standard sample size 86 

formula for a GRT to correct for variability in group size based on the mean and variance of the 87 

group size, or the actual size of each group.36-39 Others have offered adjustments based on 88 

relative efficiency.40-43  Candel et al.40,41 reported that relative efficiency ranged from 1.0-0.8 89 

across a variety of distributions for group size with lower values for higher ICCs and greater 90 

variability in group size; the minimum relative efficiency was usually no worse than 0.9 for 91 

continuous outcomes.  They recommended dividing the result from standard formulae for 92 
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balanced designs by the relative efficiency for the expected group-size distribution, which was a 93 

function of the ICC and the mean and variance of the group size.40  For binary outcomes, they 94 

suggested an additional correction factor based on the estimation method planned for the 95 

analysis.41  You et al.42 defined relative efficiency in terms of non-centrality parameters; their 96 

measure of relative efficiency was a function of the ICC, the mean and variance of the group 97 

size, and the number of groups per study arm. Candel and Van Breukelen43 considered variability 98 

not only in group size but also between arms in error variance and the number of groups per arm.  99 

They recommended increasing the number of groups in each arm by the inverse of the relative 100 

efficiency minus one.  Their estimate of the relative efficiency was a function of the number of 101 

groups per study arm, the ICC in each study arm, the ratio of the variances in the two study arms, 102 

and the mean and variance of the group size. 103 

Consistent across these papers was the recommendation that expectations for variation in group 104 

sample size be considered during both the planning stages and the analysis stage.  Failure in 105 

planning can result in an underpowered study40-43 while failure in analysis can result in type I 106 

error rate inflation.44 107 

Baseline Imbalance of Covariates  108 

Imbalance of covariates at baseline threatens the internal validity of the trial.  Yet GRTs often 109 

randomize a limited number of groups that are heterogeneous in baseline covariates and in 110 

baseline outcome measurements. As a result, there is a good chance of baseline covariate 111 

imbalance.6,45 Restricted randomization strategies such as stratification, matching or constrained 112 

randomization can be implemented in the design phase to address this issue. However, 113 

stratification may have limited use in GRTs if there are more than a handful of covariates to 114 
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balance, due to the small number of groups in most trials.46 Pair-matching also comes with 115 

several disadvantages46 as it affects the proper calculation of ICC47 and complicates the 116 

significance testing of individual-level risk factors.48 More recently, Imai et al. presented a 117 

design-based estimator,49 which led them to advocate for the use of pair-matching based on the 118 

unbiasedness and efficiency of their estimator. Several others highlighted features of this work,50-119 

52 including the authors’ power calculation that does not depend on the ICC, thus avoiding the 120 

known ICC problem.53 Despite efficiency gains of pair-matching over stratification, a simulation 121 

study conducted by Imbens led him to conclude that stratified randomization would generally be 122 

preferred to pair-matching.54  We note that strata of size four provide virtually all the advantages 123 

of pair-matching while avoiding the disadvantages, and may be preferred over pair-matching for 124 

that reason. 125 

To overcome challenges when trying to balance on multiple, possibly continuous, covariates, 126 

Raab and Butcher55 proposed constrained randomization. It is based on a balancing criterion 127 

calculated by a weighted sum of squared differences between the study arm means on any group-128 

level or individual-level covariate and seeks to offer better internal validity than both pair-129 

matching and stratification. The approach randomly selects one allocation scheme from a subset 130 

of schemes that achieve acceptable balance, identified based on having the smallest values of the 131 

balancing criterion. Carter and Hood56 extended this work to randomize multiple blocks of 132 

groups and provided an efficient computer program for public use. The “best balance” score was 133 

proposed to measure imbalance of group-level factors under constrained randomization.57 In 134 

simulations with 4 to 20 groups, constrained randomization with the “best balance” score was 135 

shown to optimally reduce quadratic imbalances compared with simple randomization, matching 136 

and minimization. 137 
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Li et al.58 systematically studied the design parameters of constrained randomization for 138 

continuous outcomes, including choice of balancing criterion, candidate set size, and number of 139 

covariates to balance. With extensive simulations, they demonstrated that constrained 140 

randomization with a balanced candidate subset could improve study power while maintaining 141 

the nominal type I error rate, both for a model-based analysis and for a permutation test, as long 142 

as the analysis adjusted for potential confounding. Moulton59 proposed to check for overly 143 

constrained designs by counting the number of times each pair of groups received the same study 144 

arm allocation. He revealed the risk of inflated type I error in overly constrained designs using a 145 

simulation example with 10 groups per study arm. Li et al. further noticed the limitation of 146 

overly constrained designs in that they may fail to support a permutation test with a fixed size.58 147 

In practice, if covariate imbalance is present even after using one of the design strategies 148 

described, such imbalance can be accounted for using adjusted analysis that is either pre-planned 149 

in the protocol or through post-hoc sensitivity analysis.7 In summary, constrained randomization 150 

seeks to provide both internal validity and efficiency. 151 

Methods and Software for Power and Sample Size  152 

If the ICC is positive, not accounting for it in the analysis will inflate the type I error rate, and the 153 

power of the trial will be unknown.  If the ICC is estimated as negative, as it can be when the 154 

true value is close to zero and sampling error leads to a negative estimate or when there is 155 

competition within groups,1-4,9,60 not accounting for it will reduce the type I error rate so that the 156 

test is more conservative, and the power of the trial will be lower than planned.61 Thus, a good 157 

estimate of the ICC is essential for sample size calculation for all GRTs. 158 
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One of the simplest power analysis methods often offered for a standard parallel-arm GRT with a 159 

single follow-up measurement is to compute the power for an individually randomized trial using 160 

the standard formula, and to then inflate this by the design effect,62 given by 1 + (𝑚 − 1)𝜌.  In 161 

this formula, 𝑚 is the number of subjects per group and ρ is the ICC.  Unfortunately, this 162 

approach only addresses the first of the two penalties associated with group-randomization that 163 

were identified by Cornfield almost 40 years ago:63  extra variation and limited degrees of 164 

freedom for the test of the intervention effect.  In order to accurately estimate sample size and 165 

power for a GRT, it is necessary to also account for the limited degrees of freedom that can arise 166 

due to having few groups to randomize. This can be achieved by using appropriate methods 167 

detailed in one the GRT texts rather than using the naïve approach of simply inflating the 168 

individually randomized trial sample size by the design effect .1-5,61  In general, appropriate 169 

methods calculate sample size using a variance estimate inflated based on the expected ICC and 170 

use a t-test rather than a z-test to reflect the desired power and type I error rate, with degrees of 171 

freedom based on the number of groups to be randomized.  172 

In practice, both cross-sectional and cohort GRTs are commonly powered based on a comparison 173 

between study arms at a single point in time. Then, for GRTs with cohort designs, the analysis 174 

section of the study protocol may state that power will be gained by accounting for the repeated 175 

measures design in the analysis.  However, methods exist for directly computing power in the 176 

case of repeated measures in the context of both cross-sectional and cohort designs.1,27 Authors 177 

have noted that regression adjustment for covariates often reduces both the ICC and the residual 178 

variance, thereby improving power.1,64 Heo et al.65 and Murray et al.66 provide methods that 179 

utilize data from across the entire course of the study, rather than just comparing two means at 180 

the end of the study. In practice, the user would require estimates of the variance reduction 181 
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expected from repeated measures or from regression adjustment for covariates, which could be 182 

obtained from prior studies or pilot data. 183 

Methods exist to power GRTs with additional layers of clustering, whether from additional 184 

structural hierarchies1,67-69 or from the repeated measures in the cohort design.1,27,64,66,70-73 185 

Konstantopoulos describes how to incorporate cost into the power calculation for three-level 186 

GRTs.74  Hemming et al. discuss approaches to take when the number of groups is fixed ahead of 187 

time.75 Two recent papers focus specifically on binary outcome variables.13,76 Candel et al. 188 

examine the effects of varying group sizes in the context of a two-arm GRT.77  Durán Pacheco et 189 

al. focus on power methods for overdispersed counts.78 190 

Rutterford et al. and Gao et al. summarize a wide array of methods for sample size calculations 191 

in GRTs,79,80 including for GRT designs involving 1-2 measurements per member or per group 192 

and for designs involving 3 or more measurements per member or per group. A new textbook on 193 

power analysis for studies with multilevel data also provides a thorough treatment.27  Previous 194 

textbooks on the design and analysis of GRTs devoted at least a chapter to methods for power 195 

and sample size.1-5 196 

[TABLE 2 ABOUT HERE] 197 

DEVELOPMENTS IN THE DESIGN OF ALTERNATIVES TO THE 198 

PARALLEL-ARM GRT  199 

We discuss four alternatives that can be used in place of a traditional parallel-arm GRT (Figure 200 

1A, Table 3).  All of these four designs involve randomization and some form of clustering that 201 

must be appropriately accounted for in both the design and analysis. As such, they share key 202 
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features of the standard parallel-arm GRT yet all have distinct and different features that are 203 

important to understand. In practice, some of these designs are still poorly understood. 204 

[TABLE 3 ABOUT HERE] 205 

[FIGURE 1 ABOUT HERE] 206 

Stepped Wedge GRT 207 

The stepped wedge GRT (SW-GRT) is a one-directional crossover GRT in which time is divided 208 

into intervals and in which all groups eventually receive the intervention (Figure 1B).81 209 

Systematic reviews indicate increasing popularity.82-84 Both Trials (2015) and the Journal of 210 

Clinical Epidemiology (2013) recently published special issues focused on the design and 211 

analysis of SW-GRTs. 212 

The rationale for this alternative is primarily logistical, i.e., it may not be possible to roll out the 213 

intervention in all groups simultaneously,85-88 although a staggered parallel-arm GRT design 214 

could alternatively be used in which blocks of groups were randomized to intervention or control 215 

instead of all groups eventually receiving the intervention as in the SW-GRT.89-91 Others propose 216 

a SW-GRT for ethical and acceptability reasons because all groups eventually receive the 217 

intervention.82 This second argument has been discounted as the intervention could be delivered 218 

to all control groups at the end of a parallel-arm GRT design,88,92 often earlier than would be the 219 

case in a SW-GRT.93 When SW-GRTs are conducted in low incidence settings, Hayes et al. 220 

emphasized that the order and period of intervention allocation is crucial.94  221 

As for the parallel-arm GRT, design choices include cross-sectional82 vs. cohort95 with most SW-222 

GRT methodological literature focused on cross-sectional designs whereas most published SW-223 
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GRTs are cohort designs.96 An additional variation is that of complete vs. incomplete SW-GRTs 224 

defined according to whether each group is measured at every time point.90 Regardless of the 225 

specifics of the SW-GRT design, it is important to consider the possible confounding and 226 

moderating effects of time in the analysis.85,90,97-99  Failure to account for both, if they exist, will 227 

threaten the internal validity of the study. 228 

Cross-sectional SW-GRT sample size formulae are available for complete and incomplete 229 

designs.90,100-103 Hemming et al. provide a unified approach for the design of both parallel-arm 230 

and SW-GRTs and allow for multiple layers of clustering.90 Cohort SW-GRT sample size 231 

calculation relies on simulation.97,104 Recent work on optimal designs shows that, for large 232 

studies, the optimal design is a mixture of a stepped wedge trial embedded in a parallel-arm 233 

trial.105,106 Moerbeek & Teerenstra devote a chapter to sample size methods for SW-GRTs.27 234 

Network-Randomized GRT 235 

GRTs have historically been used to minimize the contamination between study arms; such 236 

contamination is also called interference.107 This contamination may give rise to a network of 237 

connections between individuals both within- and between-study arms. The latter is of particular 238 

relevance to GRT design because it leads to reduced power, although sample size methods exist 239 

to preserve power and efficiency.108 240 

The network-randomized GRT is a novel design that uses network information to address the 241 

challenge of potential contamination in GRTs of infectious diseases.109-111 In such a design, 242 

groups are defined as the network contacts of a disease (index) case and those groups are 243 

randomized to study arms. Examples include the snowball trial and the ring trial, each with a 244 

distinct way in which the intervention is delivered. In the snowball trial, only the index case 245 
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directly receives the intervention, which he is encouraged to share with his contacts (e.g. see 246 

Latkin et al.109 for such a trial of HIV prevention in injection drug users). In the ring trial, ‘rings’ 247 

of contacts of the index case are randomized to receive the intervention (Figure 1C). This design 248 

has been used to study foot-and-mouth,112 smallpox,113 and Ebola.114 For the same sample size, 249 

ring trials are more powerful than classical GRTs when the incidence of the infection is low.115  250 

Pseudo-Cluster Randomized Trial 251 

In GRTs where all members of the selected groups are recruited to the study, study participants 252 

are expected to be representative of the underlying population and, as a result, selection bias is 253 

expected to be minimal. In contrast, GRTs with unblinded recruitment after randomization are at 254 

risk of selection bias. For example, consider a GRT used to evaluate the effect of a behavioral 255 

intervention delivered by providers in the primary care setting. If a provider is first randomized 256 

to study arm and then prospectively recruits participants, he may differentially select participants 257 

depending on whether he is randomized to the intervention or control arm.116 258 

To reduce the risk of such selection bias, Borm et al. introduced the pseudo-cluster randomized 259 

trial (PCRT) to allocate intervention to participants in a two-stage process.117 In the first stage, 260 

providers are randomized to a patient allocation-mix (e.g., patients predominantly randomized to 261 

intervention vs. patients predominantly randomized to control). In the second stage, patients 262 

recruited to the PCRT are individually randomized to intervention or control according to the 263 

allocation probability of their provider (e.g., 80% to intervention vs. 20% to intervention) 264 

(Figure 1D). 265 

An obvious threat to a PCRT design is that the same providers are asked to implement both the 266 

intervention and the control arms, depending on which patient they are seeing.  Concerns about 267 
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contamination are a common reason to randomize providers (i.e. group randomization) so that 268 

they deliver either the intervention or the control but not both.  The PCRT design would not be 269 

appropriate if there are concerns about contamination, and if they exceed concerns about 270 

selection bias. 271 

In two published cases, providers were blinded to the two-stage form of randomization and 272 

instead assumed that patients were individually randomized to the intervention arm with equal 273 

probability.118,119 Later publications indicate that the PCRT design did well at balancing 274 

contamination and selection bias in both studies.120-122 275 

Borm et al. provide sample size calculations for continuous outcomes.117 The clustering by 276 

provider (or unit of first stage randomization) must be accounted for in both the design and 277 

analysis. No explicit sample size methods are known to be available for non-continuous 278 

outcomes.  Moerbeek & Teerenstra devote a chapter to sample size methods for PCRTs.27 279 

Individually Randomized Group Treatment Trial  280 

Pals et al.123 identified studies that randomize individuals to study arms but deliver interventions 281 

in small groups or through a common change agent as individually randomized group-treatment 282 

(IRGT) trials, also called partially clustered or partially nested designs (Figure 1E).72,124 283 

Examples include studies of  psychotherapy,125 weight loss,126 reduction in sun exposure,127 and 284 

many other outcomes. Clustering associated with these small groups or change agents must be 285 

accounted for in the analysis to avoid type I error rate inflation.72,123,124,128,129 Even so, this 286 

accounting appears to be rare in practice.123,130-133 287 

Recent papers have reported sample size formulae for IRGT trials with clustering in only one 288 

study arm, both for balanced72,123,128,134 and unbalanced designs.77,128 Moerbeek & Teerenstra 289 
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devote a chapter to sample size methods for IRGT trials focused on methods with clustering in 290 

either one or both arms.27 Roberts addresses sample size methods for IRGT trials in which 291 

members belong to more than one small group at the same time or change small groups over the 292 

course of the study.135  Both features have been shown to increase the type I error rate if ignored 293 

in the analysis.135,136 294 

 DISCUSSION  295 

We have summarized many of the most important advances in the design of GRTs during the 13 296 

years since the publication of the earlier review by Murray et al.6 Many of these developments 297 

have focused on alternatives to the standard parallel-arm GRT design, as well as those related to 298 

the nature of clustering and its features in all of the designs presented. Space limitations have 299 

prevented us from including recent developments involving pilot and feasibility GRTs and group 300 

designs such as cutoff designs and regression discontinuity applied to groups. Interested readers 301 

are directed to the recently launched Pilot and Feasibility Studies peer-reviewed journal and 302 

related references 4,137 and to cutoff design references by Pennell et al.138 and by Schochet.139  303 

Through this review, we have sought to ensure that the reader is reminded of the value of good 304 

design and gains knowledge in the fundamental principles of a range of recent and potentially 305 

beneficial design strategies. Pairing this knowledge with our companion review of developments 306 

in the analysis of GRTs,7 we hope that our work leads to continued improvements in the design 307 

and analysis of GRTs. 308 

APPENDIX: GLOSSARY 309 
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Balanced candidate subset:  In constrained randomization, where a subset of randomization 310 

schemes is chosen that has “sufficient balance across potentially confounding covariates” 311 

according to “some pre-specified balance metric.”58  312 

Baseline covariate balance: The group-level and individual-level covariate distributions are 313 

similar in all study arms.55  314 

Candidate set size: “The number of possible randomization schemes in a specific 315 

implementation.”58 “Simple randomization draws from the complete set of candidate schemes, 316 

while constrained randomization considers a subset of schemes.”58 317 

Choice of balancing criterion: Li et al. describe several balancing criteria to assess how well a 318 

GRT is balanced across covariates.  These include the “best balance” (BB) metric of de Hoop et 319 

al.,57 the balance criterion (B) of Raab and Butcher,55 and the total balance score introduced by 320 

Li et al.58 321 

Coefficient of variation: A measure of between-group variation, defined in Table 1. 322 

Cohort GRT design:  A cohort of individuals is enrolled at baseline and those same individuals 323 

are followed up over time. 324 

Constrained randomization: Refers “to those designs that go beyond the basic design 325 

constraints to specify classes of randomization outcomes that satisfy certain balancing criteria, 326 

while retaining validity of the design.”59  327 

Cross-sectional GRT design: A different set of individuals is obtained at each time point. 328 

Designed balance at the group level: When there are equal numbers of groups randomized to 329 

each study arm. 330 
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Equivalence:  Assessing whether the new intervention is equivalent to the comparison 331 

intervention. 332 

Individually Randomized Group Treatment Trials: Studies that randomize individuals to 333 

study arms but deliver treatments in small groups or through a common change agent.123 334 

Intraclass correlation:  A measure of between-group variation, defined in Table 1. 335 

Minimization in GRTs: When the researchers allocate groups to intervention arms based on 336 

groups-specific characteristics in order to achieve a high degree of balance by minimizing the 337 

differences between intervention arms.57  May be performed sequentially or all at once when 338 

group characteristics are known at the beginning of the study.   339 

Network-Randomized GRT: The network-randomized GRT is a novel design that uses 340 

network information to address the challenge of potential contamination in GRTs of infectious 341 

diseases.109-111 342 

Non-inferiority:  When a trial is designed to show that the new intervention is not worse than 343 

the comparison intervention. 344 

Pair-matching:  At randomization, when groups are matched based on factors thought to be 345 

related to the outcome.  Then within each pair of groups, one is allocated at random to one study 346 

arm and the other to the comparison study arm.140  347 

Pseudo-cluster randomized trial: Intervention is allocated to individuals in a two-stage 348 

process.  In the first stage, providers are randomized to a patient allocation-mix.  In the second 349 

stage, patients recruited to the PCRT are individually randomized to intervention or control 350 

according to the allocation probability of their provider.  351 
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Selection bias: In some GRTs, groups are randomized before participant recruitment. This can 352 

lead to selection bias if researchers (either consciously or unconsciously) recruit specific 353 

participants for inclusion in treatment and exclude others based on certain participant 354 

characteristics, even when the aforementioned participants are all eligible for participation in the 355 

trial (see Farrin et al.116). 356 

Stepped Wedge GRT: A one-directional crossover GRT in which time is divided into intervals 357 

and in which all groups eventually receive the intervention (Figure 1B).81 358 

Stratification: At randomization, when groups are placed into strata based on factors thought to 359 

be related to the outcome.141  Then groups are separately randomized within each strata. 360 

Superiority: When a trial is designed to establish whether a new intervention is superior to the 361 

comparison intervention (e.g., another drug, a placebo, enhanced usual care).  However, the 362 

statistical test is still two-sided, allowing for the possibility that the new intervention is actually 363 

worse than the comparison. 364 
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Figure 1 The Parallel-Arm GRT and Alternative Group Designs  371 

Abbreviation: GRT – Group-randomized trial. 372 

Each pictorial representation is an example of the specific design in which baseline 373 

measurements are taken. Other versions of each design exist.  All examples show 5 individuals 374 

per group. 375 

*The stepped wedge group-randomized trial is a one-directional crossover GRT in which time is 376 

divided into intervals and in which all groups eventually receive the intervention, indicated by 377 

the shading of the boxes in the figure.  The design shown in this figure is known as a “complete 378 

design”—that is, every group is measured at every time point.  Like parallel-arm GRTs, SW-379 

GRTs can either be cross-sectional or cohort. 380 

†In the PCRT, a group randomized to “intervention” contains a larger proportion of group 381 

members receiving the intervention than a group randomized to control. 382 

 383 

384 
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Table 1. Two Common Measures of Clustering for General Clustered Data for Two 
Common Types of Outcome 

Outcome measure Intra-cluster 
correlation coefficient 

(ICC, ρ)a 

Coefficient of 
Variation (CV, k) 

Relationship of ICC 
to CVb 

Continuous 𝜎𝐵
2/(𝜎𝐵

2 + 𝜎𝑊
2 ) 𝜎𝐵/𝜇 1/ (1 + 𝜎𝑤2

𝑘2𝜇2) 

Binary 𝜎𝐵
2/𝜋(1 − 𝜋) 𝜎𝐵/𝜋 𝑘2𝜋/(1 − 𝜋) 

Note: 𝜇 = overall mean for continuous outcome data; 𝜋 = overall proportion for binary outcome data;  𝜎𝐵
2 = between-group variance; 706 

𝜎𝑊
2  = within-group variance (i.e. residual error variance). As is common practice, the two clustering measures are for general clustered 707 

data and do not focus on the GRT design in which the intervention effect is of primary interest (e.g. see Chapter 2 of Hayes and 708 
Moulton2 for more details). The intervention parameter of interest in GRT is typically: difference of means for continuous outcomes; 709 
difference of proportions, ratio of proportions or odds ratio for binary outcomes; rate difference or rate ratio for event outcomes. 710 

a There are multiple definitions of the ICC for binary outcomes (see 12-17). The specific formulation provided here is one of the 711 
simplest and most commonly used (see, for example, equation (2.4) of Hayes and Moulton2 and equation (8) of Eldridge et al.9). 712 

b Note that, while the relationship for binary outcomes is only a function of k and the distributional parameter of interest (𝜋), the 713 
relationship for continuous outcomes is a function of both the distributional parameter of interest (𝜇) and 𝜎𝑊

2 . 714 

   715 
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Table 2. Software for Sample Size Calculations in Parallel-Arm GRTs 716 

Software Functionality 
PASS Sample size calculations for GRTs comparing two means (non-inferiority, equivalence, or superiority), 

two proportions (non-inferiority, equivalence, or superiority), two Poisson rates, and for a logrank test. 

nQuery Comparison of two means, proportions, and rates. 

Stata User-provided command clustersampsi.  Can compute sample size for continuous, binary, and rate 
outcomes for two-sided tests in equal-sized arms. 

R Package CRTSize for comparing two means or two binary proportions. 

SAS No built-in functionality at this time. 

Calculator For some simple designs, parameter values can be plugged in to formulas provided in textbooks and 
online. 

 717 

  718 
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Table 3. Characteristics of the Parallel-Arm Group Randomized Trial (GRT) and of Alternative Group Designs 719 

 720   One-stage randomization Two-stage 
randomization 

Type of follow-up possible 

Design Acronym By Group By Individual  Cross-sectional Cohort 

Parallel-Arm GRT GRT 9 - - 9 9 

Stepped Wedge GRT SW-GRT 9 - - 9 9 

Network-Randomized 
GRT 

NR-GRT 9 - - - 91 

Pseudo-Cluster 
Randomized Trial 

PCRT - - 9 - 92 

Individually 
Randomized Group 
Treatment Trial 

IRGT trial - 9 - - 93 

1 In the network-randomized GRT, the index case and its network is usually defined at baseline and therefore the design is expected to 
use a cohort design and not allow a cross-sectional design 
2 In the pseudo-cluster randomized trial, because randomization is undertaken in two stages with individuals randomized to 
intervention or control in the second stage, the design requires that a cohort of individuals be enrolled at study baseline in order to be 
followed over time 
3 In the individually randomized group treatment trial, individual randomization is performed and therefore, like the pseudo-cluster 
randomized trial, a cohort of individuals is enrolled and followed over time. 
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