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Abstract. Fisheye interfaces give access to a large information struc-
ture by providing users with both local detail and global context. Despite
decades of research in fisheye interfaces, their design and use are not well
understood. To foster a discussion of fisheye views and their theoretical
foundations, we identify five challenging areas in designing fisheye inter-
faces.
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1 Introduction

A problem in many computer programs is that users can view only a small
part of a large information structure. To make sense of a particular part, users
may need to see that part in the context of the larger structure. Also, users
may need to see details in parts of the structure that are not closely located.
However, it is physically demanding to navigate an information structure in order
to bring different parts into view (e.g., by scrolling) and cognitively demanding
to assimilate the details that are viewed one at a time.

One user interface approach to addressing this problem is the fisheye view
[12]. The fisheye view provides users with both local details and global context
in a single view. According to the general formulation by Furnas [12], such a
view can be generated by showing only those parts of the information structure
that have a high degree of interest given the user’s current focus.

Despite decades of research in fisheye interfaces (see [11] for a review), their
design and use are not well understood. In his 2006 follow up paper on fisheye
views, Furnas [15] noted that it is not clear what exactly we mean by focus
and context and that essential questions about what information fisheye views
should provide to users remain unanswered. Further, Lam and Munzner [27]
remarked about focus+context interfaces that “we do not know when, how,
or even if they are useful.” Little advice is found in the literature on how to
design fisheye interfaces. Designers are challenged with quantifying degree of
interest and deciding how to distort the view without disrupting the user’s work.
Possibly because of these challenges, fisheye techniques are largely absent in
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widespread user interfaces. In short, fundamental research problems persist and
fisheye interfaces remain very challenging to design.

In this paper, we describe these research problems and practical challenges
concerning the design of fisheye interfaces. We hope to foster a discussion of
fisheye views and their underlying concepts. One aim is to get away from point
designs towards strong-hypothesis experiments [34]. Also, a long-term goal is the
development of guidelines for the design of fisheye interfaces.

We first describe the background and motivation for fisheye interfaces and
describe their design based on the current state of research so as to facilitate
a discussion. Next, we describe our work on fisheye interfaces in programming
in which the problems and issues that we discuss emerged. Last, we discuss the
research problems and practical issues centered around five areas in the design
of fisheye interfaces.

2 Related Work

Fisheye interfaces are one of several techniques for addressing the problem of
working with information structures too large to fit within the display. Other
techniques address the problem by providing information in multiple views sep-
arated either spatially (overview+detail) or temporally (zooming interfaces). By
showing the parts simultaneously in a single view, fisheye interfaces aim to de-
crease the strain on memory associated with assimilating distinct views of the
information structure, and thus potentially improve the user’s ability to com-
prehend and manipulate the information structure [11].

Furnas [13] gave three motivations for balancing local detail and global con-
text. First, local detail is needed for local interactions with a structure (e.g.,
editing a paragraph in a document). Second, global context is needed to inter-
pret local detail. Third, global context is needed for navigation: “to tell the user
what other parts of the structure exist and where they are”.

Whereas Furnas [12] has mainly been concerned with what to show in the
view, other research has focused on how to distort the view so as to seamlessly
integrate focus and context. An early use of distortion is the Bifocal Display, in
which a central ‘close-up’ region, showing items in full detail, is surrounded by
‘demagnified’ regions on either side showing all other items in less detail [37].
Similar distortion-oriented views were examined by researchers at Xerox PARC
in the Perspective Wall [30] and the Document Lens [36]. Interest in fisheye views
has not waned in recent years; in fact, explorations of fisheye views applied to
web browsers [3], calendars [6], and programming environments [21, 23] have
been accompanied by empirical evaluations.

Below we describe fisheye interfaces and design aims mentioned in the lit-
erature. In describing fisheye interfaces, we distinguish between the selection of
information, based on the degree of interest formalism originally proposed by
Furnas, and the presentation of information. Earlier research has made a similar
distinction [15, 24, 32].
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2.1 Selection of Information

Based on the idea that users are not equally interested in all parts of an infor-
mation structure, the degree-of-interest (DOI) function was suggested by Furnas
for selecting information that should be shown in the fisheye view [12]. Furnas
decomposed DOI into an a priori component—the global structural, intrinsic
importance independent of the user’s current interaction—and an a posteori
component—the interest specific to the user’s current interaction with the infor-
mation structure. The DOI of some element x, given the current focus point ·,
can be formally defined as

DOI(x|·) = F (API(x), D(·, x)), (1)

where API(x) is the a priori importance of x, and D is the distance of x from
the current focus. Using an additive function, a point’s degree of interest thus
increases with its a priori importance and decreases with its distance to the
user’s focus:

DOI(x|·) = API(x)−D(·, x) (2)

A Priori Importance. Elements in an information structure may be intrinsi-
cally more important than others, which Furnas [12] suggested may be particular
to the global structure: “a notion of high versus low resolution, or degree of de-
tail, or grossness of a feature, generality, etc.” For instance, the heading of a
document section may give a more general indication of the section’s content
than the paragraphs in the section, the first level headings are of less detail than
second level headings, etc.—the outline view of Microsoft Word thus uses the
global structure of a document to allow sections of the document to be hidden.
To calculate the DOI of an element, some measure of a priori importance must
be defined. As an example, for a tree structure with root node r, API of a node
x can be formally defined as

API(x) = −d(r, x), (3)

where d is the distance measured as the number of edges between the node x
and the root node r in the tree.

Distance To Focus. The second component of DOI is specific to the user’s
current interaction with an information structure—some elements may be closer
to the user’s focus and thus more important than others. Distance can be defined
in different ways: for example, in a city map the distance might be defined
geometrically (measured in meters) or as travel time (measured in minutes)
either by walking, driving, or using public transit. For a tree structure, the
distance D(·, x) can be defined as the number of edges between the node x and
the node · (the focus point).
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2.2 Presentation of Information

Several approaches have been investigated for the presentation of information in
fisheye views.

Filtering. The fisheye view suggested by Furnas [12] used filtering to show only
elements with a degree of interest above a given threshold c:

DOI(x|·) > c (4)

Distortion. Distortion-oriented techniques can be used to demagnify less in-
teresting parts of an information structure to balance detail and context. Dis-
tortion can formally be described with a magnification function that determines
how parts of the visual structure are magnified in the distorted view [29]. Fig. 1
shows the magnification functions for two fisheye views. The x axis represents
one dimension of a visual structure (e.g., rows in a table). The y axis repre-
sents the degree of magnification of the visual structure in the given dimension.
Fig. 1(a) shows a fisheye view where parts of the visual structure are entirely
hidden (with magnification factor of 0), while Fig. 1(b) diminishes parts to a
readable size with a magnification factor dr. A magnification factor dur that
diminishes parts to an unreadable size is shown with a dashed line in the figure.

0.0

1.0

M(x)

(a)

0.0

1.0

M(x)

dr

dur

(b)

Fig. 1. Magnification functions for two fisheye views using discrete levels of magnifi-
cation. (a) Less interesting parts of the visual structure are hidden by using a magni-
fication factor of 0. (b) Less interesting parts are diminished by magnification factor
dr.

Some distortion-based techniques use non-continuous magnification (as in
Fig. 1) where different parts of the information structure are magnified at discrete
levels [10, 19]. For example, Cockburn and Smith [10] compared source code views
that demagnified blocks of code to levels that were ‘just legible’ and ‘illegible’.
Users preferred the ‘just legible’ magnification level, but performed better with
the ‘illegible’ magnification level.
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Other distortion-based techniques demagnify the content of dedicated con-
text regions while leaving the content in a focal region undistorted [21, 30, 37].
For instance, the Perspective Wall [30] contains a center panel that shows an
undistorted detail view with perspective context panels on either side that shows
a demagnified view.

Still other distortion-based techniques use continuous magnification functions
to the effect of a photographic fisheye lens by geometrically distorting the view
of graphs or maps. For example, The Hyperbolic Browser [28] uses a hyperbolic
geometry to uniformly embed an exponentially growing graph structure. Carpen-
dale and Montagnese [9] have described the many possibilities for presentations
provided by different types of lenses and distance metrics.

Semantic Zoom and Aggregate Representations. Demagnification can
make an element unreadable at smaller sizes. With semantic zooming, popular-
ized by Bederson et al. [4], alternative representations of an element are used
at different sizes. A variant of semantic zooming, useful to reduce clutter in the
view, is to show the individual elements in a group as one aggregate representa-
tion. For instance, DOI Trees [8] represent nodes that are distant from the focus
point in aggregate form.

Resolution. Resolution can be used to filter information in the view without
the use of elision or distortion [15]. For instance, Baudisch et al. [2] explored a
focus+context approach in which a focus region in the center is shown in high
resolution and the surrounding context region is shown in low resolution.

2.3 Design Aims

Specific goals in the design of fisheye views are discussed in the literature. One
goal relates to one of Furnas’ [13] motivations for fisheye views mentioned earlier,
that is, to help the user navigate effectively in the information structure. Furnas
[14] described two characteristics of effective navigation: First, the user must
be able to traverse the structure in a small number of steps. Fisheye views can
provide shorter paths to distant parts of the structure by including links to
remote elements. Second, visual cues are needed to enable visual search for links
in the view that lead closer to the information needed for the user’s task. Pirolli et
al. [33] suggested that strong information scent improves visual search, whereas
crowding of targets in the context region of focus+context displays degrades
visual search.

Munzner et al. [31] introduced the idea of ‘guaranteed visibility’ where high-
lighted areas of a structure that are important must remain visually apparent
at all times. They find that guaranteed visibility relieves users from exhaustive
exploration in identifying and comparing differences in large trees.

Zellweger et al. [38] considered different types of information about unseen
objects that support different uses in City Lights: information about the ex-
istence of objects for awareness, physical or informational properties for iden-
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tification, positional information for navigation, and abstract information for
interaction.

In all, the appropriateness of different techniques for selecting and presenting
information in a fisheye view depends on the user’s tasks and how the fisheye
view aims to support those tasks.

3 Fisheye Interfaces in Programming

The concerns we discuss in this paper emerged in the design and evaluation
of fisheye interfaces that aim to support programming [21, 23]. With the spe-
cific goal of helping programmers navigate and understand source code, we have
integrated a fisheye view in the Java editor in Eclipse, an open source develop-
ment platform. Basically, the fisheye view works by assigning a degree of interest
(DOI) to each program line based on its a priori importance and its relation to
the user’s current focus in the file. Then, lines with a DOI below a certain thresh-
old are diminished or hidden, resulting in a view that contains both details and
context.

Below, we discuss the fisheye interface design used in an initial controlled
experiment [21], and the design used in a later field study [23], arguing for the
changes made to the initial design.

3.1 The Fisheye Interface Initially Studied

In the fisheye interface we studied initially (shown in Fig. 2), the source code
view is divided into a focus area and a context area. The editable part of the
window, the focus area, is reduced to make space for a context area. The context
area uses a fixed amount of space above and below the focus area. Parts of the
source code that are less relevant given the focus point are diminished or hidden.
The focus point is defined as all lines visible in the focus area. As a result, the
context area is updated when the user scrolls the view, but remains unchanged
when the user moves the caret within the bounds of the focus area.

A DOI function determines if and how much the lines are diminished in the
context area. The API of a line is defined by its type (e.g., an indenting state-
ment or a variable declaration) and indentation level. The distance component
comprises both a syntactic distance measure similar to the tree distance de-
scribed in [12] and a semantic distance measure. Semantic distance causes lines
containing declarations of symbols that are referenced in the focus point to be
more relevant than other lines, including syntactically close lines.

The method used for presenting program lines in the context area is to demag-
nify lines in descending order of DOI. A line’s magnification level is determined
by its DOI relative to the amount of lines yet to be allocated space in the context
area. This approach aims to reduce the size of the least interesting lines while
showing mainly readable lines in the context area.
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Fig. 2. The fisheye interface initially studied [21] contains an overview of the entire
document shown to the right of the detail view of source code. The detail view is
divided into a focus area and a context area (with pale yellow background color) that
uses a fixed amount of space above and below the focus area. In the context area,
program lines that are less relevant given the focus point are diminished or hidden.

3.2 The Evolved Fisheye Interface

Based on further experimentation and informed by lessons learned from user
studies, the fisheye interface described above evolved into that shown in Fig. 3.
Below, we describe two changes made to the fisheye interface that are related to
the concerns we discuss next.

First, one of the changes made to the DOI function is to assign higher interest
to program lines that contain annotations, including highlighted occurrences of
a selected element. The occurrences allow programmers to see where a selected
variable, method, or type is referenced. Fig. 3 shows an example where the caret
is placed in the variable dropShadows, causing all references to that variable
to be highlighted. Because of their higher interest, the lines containing these
occurrences are included in the context area. The context area thus updates
whenever highlighted occurrences outside of the focus area change due to user
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interaction. One motivation for this change was to allow the user to directly
specify a semantic relation with the caret—we had learned that it was not always
clear to users of the first fisheye interface what semantic relation that caused
program lines to appear in the context area.

Second, we changed the presentation so that lines are always included in the
context area if they have a degree of interest above a given threshold. All lines
cannot be shown simultaneously in the fixed amount of space of the context
area. However, instead of demagnifying lines prioritized by their DOI, which
may result in some lines becoming unreadable or hidden, the context area can be
scrolled. The motivation for this change is that all the lines may be important to
the user. This design thus aims to guarantee users that the context area contains
all the lines they expect to find (e.g., all the occurrences of a variable the user
has selected).

Fisheye Java Editor User Guide > Tutorial

Overview of the Fisheye Java Editor

Fisheye Java editor extends the normal Java editor provided with Eclipse. In the Fisheye editor, the editor window is divided into two
parts, a focus area and a context view. The focus area, the editable part of the window, is reduced to make room for the context view.
The focus area works like the editor window in the normal Java editor. In the context view, which is shown above and below the focus
area, the source code is automatically filtered (by folding blocks of code) to show only lines that are relevant to the code in focus.

Context View

The context view includes the following source code lines:

Enclosing declarations, such as package, class and method declarations.

Enclosing statements, such as for, if, while, switch, etc.

Lines with annotations, such as errors, warnings, search results, or occurrences of a selected element (see Mark Occurrences).

The current cursor line, when it has scrolled out of focus.

If there are not enough lines of the above types to use all the space available in the context view, lines of the following type are added to
the context view.

Method or field declarations immediately above or below the code that is currently visible in the focus area. These may provide
orientation clues for navigating in the file.

Lines directly adjacent to the focus area may be added to fill unused space in the context view.

Fig. 3. The fisheye interface evolved for use in a field study [23]. Less interesting lines
are hidden in the context area by using a magnification factor of 0. However, all lines
with a degree of interest above a given threshold are included in the context area. In
the example shown here, the bottom context area contains more lines than can be
shown simultaneously. The context can be scrolled to view lines that are not initially
shown.

3.3 Findings From User Studies

Overall, the results from our studies attest to the usefulness of fisheye interfaces
to programmers. Participants in a controlled experiment preferred the fisheye in-
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terface to a linear source code interface [21]. Participants in a field study adopted
and used the fisheye interface regularly and across different activities in their own
work for several weeks [23]. The fisheye interface does not seem useful in all tasks
and activities, however. Participants in the experiment completed tasks signifi-
cantly faster using the fisheye interface, a difference of 10% in average completion
time, but differences were only found for some task types. Although the results
indicate usability issues, they also suggest that some tasks were less well sup-
ported by the fisheye interface. In addition, data from the field study showed
periods where programmers did not use the fisheye interface, and debugging and
writing new code were mentioned as activities for which the fisheye interface was
not useful.

Specifically, the fisheye view enables programmers to perform some tasks
with less physical effort compared with a normal linear view of source code. This
was found in the controlled experiment by analyzing in detail how participants’
performed tasks with a fisheye view compared with a linear view. Using a fisheye
view, participants directly used information in the context area or navigated
with sparse interaction; they read program lines in the context area or clicked
in the context area to jump to a particular line. We saw this behavior also in
observations of programmers using a fisheye interface in real-life work.

Consistently across our studies, we found that lines semantically related to
the user’s focus were the most important—such lines were the most frequently
used and were the most often mentioned by participants as a benefit of the
fisheye interface.

4 Research Problems and Practical Challenges

Several concerns came out of the studies of fisheye interfaces in programming
that were described in the previous section. We discuss five areas that present
both fundamental problems to research and practical challenges in the design of
fisheye interfaces.

4.1 Is a priori importance useful and if so, what for?

In an information structure, some information may be inherently important re-
gardlessly of what the user is focusing on. For instance, significant landmarks
in a map can provide useful context for navigation. However, the usefulness of
showing a priori important information in a fisheye interface is not well under-
stood. Further, the reasons why information is deemed a priori important may
be confusing to users or may not be relevant in all contexts.

Evidence of the usefulness of showing a priori important information in fish-
eye interfaces is lacking. In our fisheye interface, lines are intrinsically interesting
if they contain higher-level information, such as method declarations. Because
lines that are directly related to the focus do not always fill the context area,
lines that contain nearby method declarations, which are less directly related to
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the user’s focus, are often shown (see Fig. 2). However, we found no clear indica-
tion that these lines improve performance in navigation and understanding tasks
[21]. In real life, programmers did make use of lines containing nearby method
declarations, but they seem less useful than lines directly related to the user’s
focus [23]. Also, Hornbæk and Hertzum [20] compared alternative fisheye menu
interfaces, including one in which a priori important menu items outside of the
focus region are shown at larger font sizes. Analysis of eye gaze fixations showed
that the context region was used more than a fisheye menu interface without a
priori important parts, but no performance differences were found. The authors
suggest that the context region might have been used more because it contained
more readable information. These findings indicate a use of a priori important
information in fisheye interfaces. But neither these evaluations of fisheye inter-
faces, nor other studies we can think of, are able to link performance benefits to
a priori importance.

There are practical challenges concerning a priori importance as well. One
challenge is that users may become confused if information is important for no
clear reason. The reason that section headings in a document are intrinsically
important may be clear to users (ie., they give a general indication of the con-
tent of sections). In other cases, the reason why information is deemed important
may be less clear. For instance, in a fisheye view of electronic documents, Horn-
bæk and Frøkjær [19] assigned higher a priori importance to the first and last
paragraphs of document sections, which have been found to give better indica-
tion of the content of sections. Participants in their study spent less time on the
parts of less a priori importance, but they lacked trust in the algorithm. Another
practical challenge is that information may be a priori important for various rea-
sons, but determining why it is useful to show in a fisheye view is difficult. A
priori importance need not be given by intrinsic or structural properties such
as level of detail. In programming, for instance, methods that are invoked many
places in the program (a static indicator of importance) or methods that are
frequently called (a dynamic indicator of importance) may be more important a
priori. Also, dynamic data about the user’s previous navigation patterns [18] or
user-community popularity data [15] could indicate importance of information
that could potentially make it useful to display. However, information that is
important for one particular reason may not be relevant in all contexts of use of
a particular interface.

In conclusion, research has yet to uncover how a priori importance contributes
to the usefulness of showing information in fisheye interfaces. Also, as informa-
tion may be important for many reasons, designers are challenged with deter-
mining a priori importance with respect to varied contexts of use and making
clear to users why information is deemed important.

4.2 What does the user focus on?

Although focus is central to fisheye interfaces, very different notions of focus are
used in the literature. We see issues concerning (1) how directly and predictably
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focus changes result in view changes, (2) how directly the user controls the focus,
and (3) how the user’s focus may depend on task or context.

First, fisheye interfaces that automatically balance focus and context de-
pending on the user’s focus can be distinguished from interfaces in which users
manually balance focus and context. In Table Lens [35], for instance, the user
has full control over which table cells are shown in detail by interacting directly
with the cells using the mouse. The effect of the user’s interaction on the presen-
tation is relatively predictable. In fisheye interfaces that automatically change
the view based on a DOI function, as formalized by Furnas [12], the effect of
the user’s interaction on the presentation is less direct: it depends on how the
focus point is given by the user’s interaction, how the distance component in
the DOI function is defined, and how the presentation changes based on the
DOI. As described in section 3.2, our fisheye design evolved to use a composite
focus based on two forms of interaction: (1) a focus area spanning a range of
program lines is used to determine which enclosing program structures that form
the context to the code in focus; (2) the text caret gives the user explicit control
for focusing on a specific variable, thus contributing as context those lines that
contain occurrences of the variable. Consequently, the user can expect different
types of information to change in the context area when moving the focus area
(e.g., by scrolling) and when placing the caret in an element. We think this helps
users control the focus and predict what information is shown in the view.

Second, very different mechanisms have been investigated in the literature for
controlling the focus. Although a mouse or pointing device is probably the most
frequently used for determining the user’s focus [5, 6, 10, 16, 17, 28], mechanisms
range from tracking of eye gaze [1] to registering where the text caret dwells for
a period of time [25]. It is unclear how different mechanisms compare (e.g., in
directness or accuracy) in controlling the focus point in fisheye interfaces.

Third, a user’s task and information needs may change during use of a fisheye
interface. But information related to the user’s focus may not be useful across
tasks. Thinking of a user’s focus in other terms than the DOI component, Mylar
[25] builds a task context from multiple focus points by assigning DOI to elements
in the view in which the text caret dwells for a period of time. Janecek and Pu
[24] propose a DOI function composed of one or more weighted distance functions
that the user can configure using sliders. However, the required effort of users in
configuring the DOI function to meet changing information needs seems counter
to the idea of fisheye interfaces that automatically change depending on the
user’s focus.

In conclusion, the user’s focus—a central component in fisheye interfaces—is
relatively indefinite and important problems are related to its use.

4.3 What interesting information should be displayed?

A degree of interest function may result in varying amounts of interesting infor-
mation as the user’s focus changes. However, it is not trivial to visually present
varying amounts of information in a view of a given size.
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A specific instance of this issue in fisheye views of tree structures is the
sibling overload problem where a tree node has many children all with the same
DOI [26]. In answer to the problem, Koike [26] proposes fractal views in which
the offspring of the nodes with lots of children will be the first to disappear.
Fractal views may thus often, but not always, keep the information shown in the
view constant. However, this approach may not be useful in all tasks and might
confuse users about what information is left out of the view. In our study of
fisheye interfaces, we found that programmers read lines directly in the context
area, for instance to find a particular use of a variable. However, a large number
of lines may contain occurrences of the variable that the user focuses on and not
all can be shown simultaneously in a readable size. Using magnification would
cause at least some of the occurrences to be unreadable. Our fisheye design thus
allows users to scroll in the view of context information to access more lines than
can be shown simultaneously. This design aims for predictability in that users
can expect to access all information related to their focus in the context area—a
scrollbar gives indication of the amount of lines in the context area. However,
the scrollable context area adds complexity to the interface and does not strictly
guarantee visibility of all related lines.

The issue of representing a varying amount of information may be further
complicated when the fisheye interface balances different types of information
that are useful in different tasks. If combined in one fisheye interface, visual
representations of different types of information may conflict. Instead, a tran-
sient visualization, called up temporarily close to the user’s focus, might show a
representation of only the information needed to support a specific task without
changing the permanent interface [22].

In conclusion, presenting varying amounts of information in a view of fixed
size may be a problem if the information structure does not scale meaningfully
to different sizes.

4.4 Do fisheye views integrate or disintegrate?

Fisheye interfaces distort the visual representation of information. When used
in combination with applications that support rich interaction with the visual
representation, distortion may interfere with those interactions. Research into
the problems of integrating fisheye interfaces in real applications is, however,
limited. With rare exceptions [6, 23], fisheye interfaces explored in the litera-
ture are mainly designed as standalone systems. Table Lens [35], for example,
demonstrates an innovative fisheye technique that facilitates exploratory analy-
sis of large data tables. However, it is not clear how the functionality in Table
Lens could be combined with the rich set of features in modern spreadsheet
applications.

In our work on integrating a fisheye view in a source code editor, we tried to
take into account the diversity of editor use in real-life programming work. In the
fisheye interface that we initially studied, we used a static division of focus and
context in a source code editor for at least two reasons. It provides stability in
the context area, which changes only when scrolling the view, but remains stable
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when moving the caret within the focus area. Moreover, it allows users to interact
with the editor as they normally do, including scrolling, searching, and editing.
Even so, user study results suggest that the fisheye interface does not support all
activities and that some users prefer a plain source code view in those situations.
In the fisheye interface we deployed for real-life use, we thus provided an option
for switching the fisheye interface on or off and a shortcut for transiently calling
up the fisheye interface [23]. Other research support this approach: based on a
study of web browser interfaces, Baudisch et al. [3] recommend allowing user’s
to call up a fisheye interface on demand for specific uses.

Although empirical insight in the adoption of fisheye interfaces in real-life
applications is thus far limited, one lesson is that use of the visualization to
improve performance for some tasks should not detract from performance for
other tasks [6].

4.5 Are fisheye views suitable for large displays?

A key motivation for using fisheye views is that many information structures are
large, while the windows for viewing those structures are small [12, 29]. With
small windows, fisheye views can help by providing surrounding context to the
local details currently looked at. However, it is not clear how the usefulness of
fisheye views relates to window size. First, while small displays have motivated
some uses of fisheye interfaces [6, 7], small displays may detract from the us-
ability of other fisheye views. In our study of a fisheye view of source code we
learned that users’ prefer a large view of local details, at least for some tasks,
and that a larger display can mitigate the problems that the fisheye view causes.
Work context is probably a key factor, but still we are curious: do large displays
generally allow for fisheye views that are preferable and more usable compared
to other techniques? Second, with wall-sized displays our view of a large infor-
mation structure is limited mainly by the human visual system. Fisheye views
may also in this context provide balance between contextual overview and local
detail, but research in this area is lacking. With the rare exception of a study of
focus+context screens [2], we are unaware of research in the use of fisheye tech-
niques on large displays. In all, a better understanding of the effect of display
size on design and usability of fisheye interfaces is needed.

5 Conclusion

We have discussed research problems and practical issues in the design of fisheye
interfaces based on the degree of interest formalism of Furnas [12]. The concerns
emerged in our empirical work on fisheye views in programming and we have
related the concerns to fisheye research in the literature.

Five areas of concern have been discussed. First, a priori importance is central
to the DOI formalism proposed by Furnas, yet its contribution to the usefulness
of fisheye interfaces is not well understood. We have contrasted the usefulness
of generally important information to that of information directly related to
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the user’s focus. Second, concerning the user focus component of DOI we have
discussed how the user controls the focus, the directness and predictability of
the resulting view changes, and how the user’s focus relates to the user’s task.
Third, we have called attention to the problem of determining what should be
left out if not all important information fits in the view. Fourth, most fisheye
techniques have been researched as standalone systems. We have discussed the
challenges of integrating fisheye views in existing interfaces. Finally, we have
questioned a key motivation for research in fisheye interfaces: that of viewing
large information structures through small windows. However, large displays
may potentially benefit from fisheye techniques as well. The effect of display size
on the usefulness of fisheye interfaces needs investigation.

In sum, fisheye interfaces continue to present an intuitively attractive inter-
face paradigm. However, as discussed in this paper several fundamental research
questions and unsolved design challenges persist.
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