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Abstract. This chapter considers the need for a better understanding
of complex human cognition in the design of interactive visual interfaces
by surveying the availability of pertinent cognitive models and appli-
cable research in the behavioral sciences, and finds that there are no
operational models or useful precedent to effectively guide the design
of visually enabled interfaces. Further, this chapter explores the impact
of individual differences, and in particular, inherent differences such as
personality factors, on complex cognition. Lastly, it outlines how knowl-
edge of human individuality, coupled with what is known about complex
cognition, is being used to develop predictive measures for interface inter-
action design and evaluation, a research program known as the Personal
Equation of Interaction. . . .

1 Introduction

Generally speaking, interactive visualizations are considered to have a number
of advantages over more conventional visual interfaces for learning, analysis, and
knowledge creation. Much of the support for these claims comes from a variety
of sources, such as user evaluations, comparative studies of error rates, time to
completion, etc., as well as and designer/developer intuition. One common claim
concerns the development of insight. From early on, visualization has been pro-
posed as a preferable interface approach for generating insight (e.g. [3], [39].[43]).
As a concept, however, insight is a construct that is often either loosely defined
as some variety of meaningful knowledge or is left undefined (e.g. [40],[44]). More
recently there have been efforts to define insight, although not in ways that might
enable it to be quantified. For example, North described insight as a broad con-
struct, which is complex, deep, qualitative, unexpected, and/or relevant [27],
without characterizing the cognitive processes that give rise to it, or the out-
comes that are generated by it. Chang et al. defined insight as comprising two
categories: knowledge-building insight, which is a form of learning and/or knowl-
edge generation, and spontaneous insight, which is method of problem-solving
for previously intractable problems, commonly described as an a-ha! moment.
This dual definition has advantages over a unitary definition in that it supports
focused analysis of the component aspects of the overall construct. Spontaneous
insight, however, has been an elusive notion for researchers in several disciplines;
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neuroscientists and psychologists have studied the phenomenon, but as yet do
not know how insight is triggered [4].

By any definition, there is little empirical evidence that supports claims of
visualization superiority in insight generation, though user evaluations are often
conducted to demonstrate visualization efficacy over other types of interface.
Plaisant et al. [30] identified four current themes in the evaluative literature: con-
trolled experiments comparing design elements, usability evaluation, controlled
experiments comparing two or more tools, and in situ case studies. In all four
groups, evaluations and comparative studies have largely focused on perception,
motor learning, focal attention, target recognition and/or target acquisition. For
example, musing behaviors were used as a predictor of user focus in a geospa-
tial visualization [1]. Jeong et al. compared two visualization tools to determine
in which interface users were more efficient in finding outliers and identifying
highly correlated items in a matrix [22]. Nodes were the subject of an evalua-
tion of target identification in large tree tools [29]. And Wang et al. evaluated
whether users could focus on the count of visualized objects (in this case, paper
proposals) over a period of time [52]. In these evaluations as well as in cogni-
tion as a whole, perceptual, cognitive, and motor processes are important to the
overall interaction. However, each of these identified cognitive systems are feeder
processes. That is to say, they support and inform the more complex processes,
such as reasoning, problem-solving, and knowledge generation, which form the
backbone of systematic analysis or task solution. These complex processes are
impacted demonstrably, as we will see, by the individuality of the interface en-
vironment, the knowledge domain, and the inherent differences within the user,
over which visualization design has no control. To date, visualization evaluation
has insufficiently considered the complexity of human cognition. This, in turn,
has hampered the design of intuitive interfaces capable of mixed-initiative col-
laboration.

In this chapter, we will explore a variety of challenges to the consideration of
cognitive complexity in visual analytics design, from the current lack of opera-
tional models and applicable research to a consideration of individual differences.
We will then explore how an consideration of how these complex processes impact
the understanding of common visual analytics tasks, and discuss a continuing
exploration of how human individuality can be measured and charted, leading
to a differentiating set of predictive measures that can not only predict interface
performance, but guide visualization design. We call this the Personal Equation
of Interaction.

2 The Challenge of Complex Cognition

Very little research examines the use of what is commonly known as higher cog-
nition during interaction, which includes processes such as reasoning, problem-
solving, and decision-making. Frequently, when a visualization design or evalu-
ation argues that a specific technique or tool improves insight (which is learn-
ing and/or problem-solving) or analysis (which involves every major cognitive
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process), the evidence is actually task completion times for single-step tasks,
improved target identification, or other simple outcomes. One reason for this,
perhaps, is the practice of inferring the success of complex behaviors from mea-
surements of simpler ones. A common example is the generalization of findings
from simple, semantically-unrelated target acquisition tasks to human problem-
solving as a whole, without a discussion of which of the many problem-solving
theories or heuristics the finding might speak to (e.g.[8] , [35]). This practice
over-simplifies the complexity of cognition, but is understandable, given that
our best complex cognitive models are black box or descriptive. We will now
consider the best known of these descriptive models, the sensemaking model.

2.1 The Sensemaking Loop

The most familiar approach to descriptively outline task-oriented processes is
Pirolli and Cards sensemaking loop ([31], [38]). See Figure 1. Russell et al. de-
fined sensemaking as the process of searching for a representation and encoding
data in that representation to answer task-specific questions [38]. In the rest of
this section, we will summarily explore the complexity of analytical cognition
through a brief discussion of the sensemaking loop in the broader context of hu-
man reasoning. This seems necessary, for, as valuable as the sensemaking loop is
to describing certain analytical tasks, its use tends to be overgeneralized in the
visualization literature. Indeed, sensemaking is often the term given to most or
all of the cognitive processes analysts employ during visual analytics tasks (e.g.
[47], [31], [20]).

Sensemaking, as defined in the previous paragraph, creates a mental or
physical representation (i.e. a “mental model” or “story”). This singular repre-
sentation may well be necessary for problem solving, but may not be in itself
sufficient for generating valid implications. Analyses may create multiple alterna-
tive mental representations of a situation in order to compare them in a variety of
ways, using a variety of evaluative heuristics in order to draw their conclusions.
At this larger scale of problem solving strategy, analytical cognition exhibits a
great deal of variability, and is informed by both human and task individuality.
For example, the sensemaking loop makes an effort to delineate top-down and
bottom-up task descriptions. However, as some of Pirolli and Cards participants
indicated, the cognition involved in the early tasks of the loop can rarely be so
cleanly categorized. Further, though seemingly simplistic, even the first steps of
the sensemaking loop (the “lower-effort” tasks of searching and filter) require
complex cognition in the form of various reasoning heuristics to categorize, eval-
uate, and assemble pertinent information. These heuristics could be elimination
heuristics like elimination by aspects [51], or satisificing [24] or they could be
more complicated, such as the comparing possible shoebox members (concepts
the analyst has gathered during sensemaking and think may be related to each
other) to an ideal before addition. According to the Loop, pertinent shoebox
members become part of and Evidence File which is used as part of the formal
structure of the Schema, which is a sturctured narrative of how the evidence col-
lected thus far fits together [31]. Thus, while sensemaking effectively describes
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Fig. 1. The Sensemaking Loop. From [38].

one key component of the complex cognitive processes involved in the generation
of insight, it does not claim to capture higher levels of abstraction, i.e. generation
of problem-solving strategy, nor does it attempt to capture lower-level pattern
recognition processes that support its operation. The latter set of processes are
arguably the most critical for visualization to support, since they are precisely
those aspects that are most closely tied to the visual systems own information
processing capabilities (i.e. Irving Rocks logic of perception [36]).

Similarly, Cherubinis “models to rules mechanization”[6] suggests that the
formation of schemata and hypothesis generation are not necessarily higher effort
tasks. According to Cherubini, after human reasoning uses the generated model
(which does require some cognitive effort to create in novel instantiations), the
human infers a rule from the knowledge structure in the mental model. Or in
his own words: After grasping the common structure of the problems, most peo-
ple should be able to devise a simple rule to solve all problems with the same
structure (i.e., a domain-specific rule), disregarding the number of possibilities
underlying them.[6] This rule may be created after only one or two uses of a
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newly created model. Thus, depending on the information under consideration,
hypothesis generation could actually require less cognitive bandwidth than the
initial information search.

At a higher level, the sensemaking loop articulately describes one subset of
reasoning, that of reasoning types which generate inferred hypotheses or gen-
eralized rules, or abduction and induction. Abduction (or abductive reasoning)
is process of approaching seemingly unrelated information with the assumption
that the data points or concepts are indeed interconnected; abduction creates and
infers relations between two previously unrelated data points; the end product
of abductions series of inferences is the creation of a hypothesis which explains
these relational inferences [41], and usually about a specific item or concept. This
fits well with the structure of the sensemaking loop, which situates the search
and compartmentalization of small, unassociated details in the early stages of
the loop and builds from there to an identifiable hypothesis or story.

The sensemaking loop also illustrates induction. Inductive reasoning, as is
described in the behavioural literature, is generally referred to the process of
making acceptable generalizations from the similarities of facts or properties (see
for example [34], [50]). The validity or strength of the generalization depends in
large degree upon the strength of these similarities. One of the characteristics of
induction which makes induction different from abduction is that relationships
are not as important to the successful generalization. Once a fact(s) or similar-
ity has been accepted as valid, it or they become the basis of generalization;
additional information may or may not be considered. Induction is a powerful
form of reasoning that allows us to quickly categorize and infer rules; it is often
referred to as a form of bottom-up reasoning, but can utilize top-down cognition
as is needed. To some degree, the sensemaking loop describes induction, as this
type of reasoning tends to build from smaller facts to a broader concept. How-
ever, unlike with hypothesis generation and analysis, induced generalizations do
not necessarily require vetting, e.g. careful consideration of available evidence
for the generalization. Induced hypotheses can jump past multiple steps, such
as the shoebox or schema creation, straight to a generality.

While abduction or induction may accurately describe behavior during dis-
covery or during exploration of novel problems for which the analyst does not
already have a script or mental model to guide her as to what to do next, most
problem-solving or decision-making tasks are driven by an articulated goal, the-
ory or hypothesis from the start. These reasoning heuristics are neither abduc-
tive, which ends with a hypothesis, nor inductive, ending in an inferred rule, but
rather deductive.

One of the more actively studied reasoning types, deductive reasoning falls
outside of the sensemaking loop. By deduction (or, for that matter, induction),
we are referring to reasoning as the subject of decades of empirically conducted
research, which is usually evaluated through use of normative tasks like those
that we will briefly itemize in the next section. A discussion of the philosophy
of deduction, such as the traditional deduction of Aristotle, propositional (or
first order) deduction, or natural deduction ([21], [10]), and the similarities or



6

differences between these definitions, is neither intended nor implied.
There are several theories of deduction in the behavioral literature, but we

will focus on two of the broader categories of deduction, which assume that hu-
man deductive reasoning is either rule based or model based. This dichotomy
of rules vs. models raises interesting issues for visual analytics interfaces. Rule-
based theories assume that humans use a script or a formal sequential logic while
working through a deductive task (e.g. [53]). From this perspective, the content
or information manipulated during the task doesnt demonstrably influence the
reasoning, because the inferences drawn during induction are part of this formal
process[54]. From the rules perspective, for the development of more intuitive
deductive visual analytics tools, it would only be important to uncover the per-
tinent rules the analyst would use; theoretically, these deductive rules would
generalize to all similar visual analytics tasks.

Model-based theories, however, are quite different. Models can be either con-
crete or abstract, complete or incomplete, pictorial or conceptual (e.g. [53],[54]).
Models are also flexible; they can change as pertinent information changes, and
can quantify degree (such as few or often), as well as causal conditions. Models
depend heavily on semantic relationships, and so can be heavily influenced by
the content of the information at hand. This, too, influences visualization de-
sign, for what data is presented when, and in what context, can influence the
development of the model, as well as its completeness and validity. From the
model-based perspective, discovering quickly inferred rules is not nearly as help-
ful as assuring that the human has all pertinent information readily at hand.
With pertinent information, the human can generate a mental model, which can
be manipulated as needed to reasoning through the task to a valid conclusion.
Shneidermans Mantra [42]: Overview first, zoom and filter, details-on-demand
assumes deductive reasoning. The big picture, or hypothesis, drives the interac-
tive behavior. It is not surprising, then, as powerful as models would seem to
be in the successful use of visual analytics interfaces, that they have a place in
the visual analytics literature, even if the theory and implications of models are
rarely discussed.

This has been only a brief, general discussion of the sensemaking loop and
how it fits into the broader context of common reasoning types. Human reason-
ing is about reaching a usable or verifiable conclusion, but the ways in which we
reach these conclusions, as we have seen, can vary widely. For this reason, it is
easy to see why analytical reasoning processes have yet to be operationalized in
a manner that meaningfully informs research and design. For while descriptive
models like the sensemaking loop do much to frame the big picture, intuitive
interfaces will require a more detailed working-order understanding of what lies
inside the frame.

2.2 The Absence of Precedent

As we saw in the last section, there is, as yet, no unifying theory of reasoning
(if such a thing is even possible). What does exist is a complication of decades
of research into specific laboratory tasks, usually characterized by small-scale
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problems, which are intended to uncover reasoning heuristics and biases. These
are of limited use for real-world applications, and in particular map poorly onto
visually enabled human reasoning (e.g. interactive visualization for cognitive
tasks). Further, the theories that motivate these studies are often bound to
a particular task and environment. Thus the field of behavioural research as a
whole is characterized by contradictory, often esoteric theories that fail to explain
the narrative of reasoning from beginning of task to end.

For example, deductive reasoning is almost entirely studied in a laboratory
trials. Both rule based and model-based deduction has traditionally studied by
presenting participants with syllogisms and evaluating the conclusions that are
drawn. Phillip Johnson-Laird often uses syllogisms to study aspects of reasoning,
which can take forms such as this inference about object properties:

Only one of the following statements is true:
At least some of the plastic beads are not red, or
None of the plastic beads is red.
Is it possible that none of the red beads is plastic? ([23], pg. 150).

Other common uses of syllogisms involve mental reasoning and inferences about
spatial relationships, such as:

The cup is on the right of the plate.
The spoon is on the left of the plate.
The knife is in front of the spoon.
The saucer is in front of the cup.
What is the relation between the knife and the saucer? ([23], pg. 130)

Cherubini and Johnson-Laird [5] studied qualified inferences in iterative reason-
ing through word problems like the following:

Everybody loves anyone who loves someone.
Anne loves Beth.
Does it follow that everyone loves Anne?
.. . .
Does it follow that Carol loves Diane?

Cherubini and Mazzocco also evaluated the mental models to rules mechaniza-
tion through use of a computer program loaded with a series of virtual card
problems [6] as illustrated in Figure 2. The participant was asked whether, based
on the presented cards, a proposed sentence was certainly true.

Gigerenzer, in his evaluation of “fast and frugal” reasoning heuristics, used
what he considered to be common knowledge about cities in questions about
which he asked participants to make quick reasoning decisions. The questions
were simple, such as Is this [city name] the capital of the country? [11]. Gigeren-
zer postulated that humans could make quick decisions based on very simple
elimination heuristics which depended on accumulated general knowledge. These
decisions were found to be more accurate than more sophisticated human and
computer reasoning simulations.
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Fig. 2. The reasoning task from Cherubini [6].

The behavioral literature contains decades of research similar to the research
we have discussed, with each study having its own novel, usually non-real world,
problem formulation. Study problems are often designed to study some small
subcategory of reasoning (iterative inferred, probabilistic, etc.) and very few or
no studies are published which are designed to explain how humans solve a com-
plex problem from start to finish.

Perhaps it is not surprising then that, with all of this research, there is still
a lack of precedent on how to conduct research into visually enabled reasoning.
It is not at all clear how one might evaluate interfaces with respect to their abil-
ity to scaffold higher-order cognitive tasks. Further, unlike many of the simpler
cognitive tasks, higher cognition is almost never binary, sequential, or singly
threaded. It is, in practice, dynamic, combinatorial, and capable (at least to
some degree) of parallel processing. Which heuristics are used during complex
cognition and when will depend on the task, the environmental framing, and, as
we will now discuss, differences in how an individual assimilates and manipulates
new information.

3 Individual Differences

Complex cognition, for all of its variety, is also influenced by human individual-
ity. There is no standardized unit of human cognition. It is influenced, sometimes
profoundly, by the users distinctive abilities and bottlenecks, beliefs about the
world, preferred methods of categorizing and prioritizing information, and other
individual differences. This is one reason that the modeling of reasoning has
traditionally been difficult. Human behavioral research has demonstrated the
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impact of individual differences on learning and analysis in traditional environ-
ments.

There is also a plethora of examples in the behavioral literature of how in-
dividual differences impact cognition; for the sake of brevity, we will focus on
the impact of personality factors, which also have a broad literature of their
own. For example, personality factors predicted preferences and visual percep-
tion of landscapes [26]. Visual impairment in children is heavily influenced by
individual personality differences [7]. Individual differences also affect how hu-
mans categorize, including the categorizing of stereotyping and prejudice [19].
Palmer found that interactive behaviors in information search can be categorized
by personality factors [28]. Another study found that problem-solving behaviors
could be predicted by responses to the Thematic Apperception Test [37]. In rea-
soning behaviors, individual differences impact rationality and reasoning as well
([45],[46]). These are just a handful of studies in a deep literature of individu-
ality and the impact of these differences on every major cognitive process, as
well as behavioural outcomes, such as academic or organizational performance.
The question is not whether individual differences impact cognition, but how we
can use individual differences to improve our understanding of visually enabled
analysis. In addition, users in a particular domain can share personality charac-
teristics and learning preferences, both inherent and institutional, which implies
that some common traits can be aggregated into specific user profiles which can
inform superior design requirements and aid in evaluation protocols. These dif-
ferences will be discussed as part of the Personal Equation of Interaction in a
following self-titled section.

4 The Human Cognition Model

In earlier work ([12], [13],[14]) we outlined an operational framework, the Hu-
man Cognition Model (HCM), whose objective was to inform customization of
human-computer cognitive collaboration in mixed-initiative interactive systems.
Todays information visualization applications tend to be passive; primary inter-
face processes sit and wait for user initiation. This is not a problem if the user
knows exactly where to go and what to do. But for the large semantically-rich
datasets which visualizations are increasingly called upon to capture, and the
complex analytical reasoning the visualization must scaffold and support, a truly
intuitive interface must be capable of initiating a variety of processes on its own.
The HCM identifies many of these tasks and the varieties of cognition the tasks.

The central process identified by the HCM is Knowledge Discovery. (See
Figure 3.) This was envisioned as a human and computer paired process: the
interface presents information and the human user indicates interest in a spe-
cific area or point, which the computer in turn presents in a related context. If
Knowledge Discovery is goal oriented, the human will, among other processes,
use temporally moderated perception, semantic categorization, and elimination
reasoning heuristics to search and filter through the information space. If the
discovery is not goal-oriented, the user may browse, stopping the explore data
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items that stand out or that are associated to items of interest.
Other processes in the HCM include information search by pattern and ex-

Fig. 3. The Human Cognition Model[13].

ample. Search is an interesting cognitive task, as it is deceptively simple. Some
types of search are simply target identification, utilizing perceptual logic, ma-
nipulating the interface and information space through a procedural script, and
using the simplest of elimination heuristics (a binary filter that asks a question:
Is this the specific item Im looking for?). Other types of search can be much more
complex. When the task is to find items similar to an exemplar, for example, all
the cognitive processes from the simpler search tasks serve to feed more complex
processes, such as inferential and deductive reasoning, which utilize more com-
plicated models or rules for comparison and contrast. Thus, even in the more
routine of interface tasks, complex cognition cannot be ignored.

The HCM also outlines the creation and analysis of hypotheses. As discussed
in previous sections, hypotheses can be created in a variety of ways, from the
loose associations in abduction to the use of more demanding heuristics. Some-
times hypothesis are brought to the task by the user, and drive the interaction
from the start. Wherever hypotheses are generated, they serve an important
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function. They drive discovery and search behaviors, they determine how infor-
mation is viewed and filtered, and they promote some data-derived conclusions
over others. For these reasons, interfaces which promote the generation of valid
hypotheses, either through framing, adaptive search, or more intuitive interac-
tion, might be considered more valuable than others.

Other pertinent processes discussed in the HCM literature (e.g. [13]) include
an interface being aware of and predicting user intent in order to keep pertinent
information visible, supporting human working memory, caching data subsets
of interest to introduce them in a sequence and timing that will support the
flow of reasoning and ongoing discovery, and conducting analyses and providing
their findings in a contextual framework, which supports a variety of hypothe-
ses generation. In short, the HCM sketches out an interface that collaborates
on cognitive processes per se, informed by a growing understanding of human
preferences, abilities and limitations.

5 The Personal Equation of Interaction (PEI)

Humans are cognitive individuals. As we have seen, humans individuality influ-
ences cognitive performance. These differences, as discussed in Section 3, shape
the way we approach and perform cognitive tasks. We have discussed personality
and self-beliefs in this chapter for sake of brevity, but we are also aware that
humans also exhibit differences in psychophysical characteristics, such as percep-
tual categorization, focused attention, and haptic preferences. These individual
variations interact with each other and the task to which they are applied in
manners not yet understood.

Further, as we have seen, there is great variety and complexity to analytical
tasks, and so it makes sense that not all cognitive tasks would be equally im-
pacted by the same inherent differences. For example, in our research, we have
found that persons who tend to believe in that good things that happen to them
are due to ”luck” (an external locus of control) are predictably slower in target
identification. [15]. But the same cannot be said for more cognitively complex
problems, such as comparing and contrasting multi-dimensional glyphs [16]; for
these tasks, believing in luck seems to give users a decided advantage. (See the
section on Research in Personal Equation of Interaction.) It makes sense, then,
that not all cognitive tasks would be equally impacted by the same inherent
differences; some reasoning tasks may be better predicted by one collection of
inherent traits over others.

5.1 The Personal Equation of Interaction Defined

Our goal of parameterizing a general model in order to predict performance of
a particular individual builds upon foundational work in human perception con-
ducted in the early 19th century by Friedrich Bessel [2]. Bessel recognized that
the variability of reports of astronomical observations could be separated into the
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differences between the average ratings of observations made by each individual
observer (in statistical terms, the between-subject variance around the global
mean) and variation within observations made by a given observer (the within-
subject variance around that individual’s mean for a given task and situation).
While within-subject variability could not be easily factored, the deviation from
the overall mean judgment for a given individual was relatively consistent over a
range of similar situations. The error for a given individual could be measured to
generate a ”personal equation” for that individual. This could be used to factor
out their characteristic error to bring their data into agreement, more or less,
with the global mean. This meant that data from fewer observers were needed
in order to achieve the same level of precision. In addition, one could predict any
given observer’s raw measurement to a reasonable degree of accuracy given the
global mean and their personal equation.

Much of the research [32], [9], [16] in our laboratory has been devoted to
defining a modern version of the personal equation, the ”personal equation of
interaction”. This is defined as the quantifiable interaction of human perceptual,
motor, and cognitive limitations with tasks and perceptual stimuli that are gen-
erated by modern visual information systems. In Po et. al., we demonstrated that
system variables such as cursor visibility and display lag interact with individual
differences to produce characteristic patterns of behavior for subpopulations of
individuals [32]. These effects are unlikely to be observed by perceptual testing
that does not focus on the particular characteristics of active visual information
displays and how they differ from those we experience in the physical world that
have informed both human evolution and visual experience of individuals.

There are three goals in this effort: first, to to predict how a given individ-
ual will perform on a given task and information display; second, to build a
framework for interface design that to support customization of a visual infor-
mation system along dimensions that are psychologically valid (i.e. that would
track aspects of individual differences in such a way that their accurate fit to an
individual’s capabilities would measurably improve their performance with the
system); and lastly, to build increasingly accurate and comprehensive estimates
of personal equations and methods for assessing them. This includes both persis-
tent differences between individuals (e.g. color blindness) and short-term shifts in
capabilities (e.g. their performance under stress). The latter could potentially be
generated ”on the fly” by an attentive system and applied as conditions changed
to maintain optimal performance over changes in the capabilities of the human
operator.

Our approach builds on existing psychometrics methods and materials. How-
ever the goal of this particular line of inquiry is to build towards a natural science
of human-information interaction. By focusing on the specific kinds of changes
in perceptual and interactive experience that are generated by modern visual
information systems, we can address how changes in the properties and statis-
tical regularities of information displays interact with the human visual system
in general, and that of an individual observer in particular. For example, many
studies in perception (e.g. [25]) show how our ability to parse complex visual
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scenes given limited perceptual information (the so-called ”poverty of the stimu-
lus”) is supported by our internal expectations, which in turn are built through
a lifetime of sampling the statistical regularities of our physical environment.
Phenomena such as change blindness [18], [33] demonstrate the adaptation of
human vision to an environment where abrupt changes are rare. Our visual sys-
tem is not optimized to detect those changes, but pays a small price for this in
the physical world. Active updating of visual displays increase the frequency of
abrupt display events, and the probability increases that one will coincide with
the observer’s saccadic eye movement and so escape detection. Thus we find that
the study of human performance with information systems cannot simply rely
on applying perceptual and cognitive science research taken from the literature.
It is necessary to actively seek answers to questions that arise from the use of
information systems in cognitive task performance, and to do so using methods
from the natural sciences.

It is an open question to what extent aspects of the PEI are inherent and
what aspects are acquired through experience with complex visualizations. Some
factors such as low vision, color and stereo blindness etc. clearly fall into the for-
mer category. Estimation of these factors might require psychophysical testing
of a given individual, but may also be estimated by covariates of the given condi-
tions, whether or not we can establish a causal link between them. To the extent
that these covariates are predictive, they can be used to support the design and
customization of information systems now, as well as contributing to ongoing
research about human differences.

The first clustering factor for individual differences is through cognitive ex-
perience, e.g. in a given institution or profession. Members of a professional or
skilled cohort tend to share jargon and conceptual understanding. Additionally,
they are often practiced in methodologies and task heuristics that are specific
to the group. These methodologies become a part of the way in which the user
searches for and uses information, and can impact the conclusions drawn. They
can also introduce group-specific biases that might not be found in the general
user population. For these reasons among others, understanding an institutional
user profile is important to the design of an expert system interface. A second
factor might be perceptual and perceptuomotor experience through interaction
with some specific environment.

We define the Personal Equation of Interaction as a compilation of predictive
measures based upon inherent individual differences, including but not limited
to personality; each measure will be validated to predict performance for one
type of cognitive task integral to analysis. The PEI has three current and future
end goals: the prediction of analytical performance based on inherent differences
[15], [16], the ability to inform real-time interface individuation, and the creation
of fuller-bodied user profiles, broken down by the reasoning tasks performed [17].

The first goal – that of performance prediction – is being undertaken through
a series of human research studies. Participants are asked to complete a series
tasks similar to common interface tasks, such as interface learnability, target
identification, categorization, etc. The measured outcomes vary by task, and in-
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clude completion times, errors, and free response feedback. In addition to the
performance and qualitative feedback, participants are asked to complete hun-
dreds of items from a battery of psychometric measures we have chosen for their
inter-relatedness and their relationships to learning outcomes in the behavioral
literature. Post-study analysis includes evaluating the trending of the psychome-
tric items with measured outcomes. In addition, followup testing such as factor
analysis is done to isolate highly predictive psychometric items or groups of
items, such as in [15] for a particular type of reasoning task. This allows us to
delineate our findings by cognitive process and compare multiple interfaces or
problem-solving environments in hopefully a more even fashion. Currently, we
can predict performance on simple outcomes like completion times in a variety
or common interface tasks; these findings are being replicated and expanded.
Not surprisingly, this research is currently quite fluid, and continues to inform
the second goal of what matrices will be needed to support real-time interface
adaptation. In addition, having hundred of participants complete these studies
has allowed us to sketch out initial user profiles, or describe inherent character-
istics of a user based how the user performs on an analytical task [17].

The goal of the PEI is not, at least in the short term, to tell designers and
developers specifically which visualization techniques to use and which to avoid
generically, but rather to give interface creators a robust understanding of what
the individual analyst needs in order to optimally support the analytical tasks
that must be performed. The Personal Equation of Interaction does not replace
interface design; it augments design by making designers aware of user strengths
and weaknesses. It cannot replace user studies for a particular interface, but it
provides new metrics with which to evaluate study outcomes. And as a research
program, it amplifies visual analytics as the study of analytical reasoning sup-
ported by interactive visual interfaces by adding to the body of understanding
on analytical reasoning and analytical reasoners.

These are aggregated to build an ever more comprehensive and accurate
personal equation of interaction that could be used by an application to para-
metrically modify its display of information in such a way as to optimize the
cognitive performance of an individual decision-maker. As research progresses
we hope to find a way to integrate system models with models of human inter-
action to better predict the course of fluent human-information interaction.

5.2 Research in the Personal Equation of Interaction

Our research has demonstrated that inherent differences can and do influence
learning and analytical performance during interface interaction. In combination
with the environmental and institutional variations, there is evidence that the
impact of inherent differences could theoretically be used to derive a personal
equation of interaction.

Our recent research has demonstrated that personality factors can predict
efficiency during varying task types [15]. We designed a series of tasks we asked
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participants to complete in two visual interfaces using the same dataset: menu-
driven web application, and an information visualization using direct interaction
on hierarchical graphs. These tasks were designed to test two very different types
of learning: procedural and inferential. Procedural learning, as defined for this
study, was the ability to use the interface to find target information. This type
of learning tends to be inductive: a rule is inferred which generalizes to other
similar target identification tasks in the interface. Other the other hand, the
inferential learning tasks were highly deductive. Participants were asked to eval-
uate a multi-dimensional exemplar and find another conceptual object in the
hierarchy that was similar to (or different from) the exemplar for the specified
dimensions. This type of reasoning involves the creation of a mental model, which
is then used to evaluate complex concepts to reach a valid conclusion. For each
task, we tracked errors, completions, as well as qualitative feedback.

In addition, we administered several longstanding and well-documented psy-
chometric measures to participants [15]. These measures were created to measure
personality traits such as neuroticism (a tendency toward emotional instability),
extraversion (a tendency toward sociability or seeking the company of others),
and trait anxiety, which is a tendency to be more anxious generally, regardless of
the environment. Trait anxiety differs from state anxiety, which is the tendency
to be anxious when in a situation that triggers anxiety.

Another personality trait that proved to have a demonstrable impact was
locus of control, which is a measure of how in control a person feels he or she is
over the events in life. Persons with an external locus tend to believe strongly
that they are not in control, and attribute events to factors outside themselves,
such as luck, other people, or circumstances outside of their control. On the other
hand, persons with an internal locus tend to believe that they are responsible for
both positive and negative events in their lives. They are more likely to attribute
events to some behavior or attitude of their own than to outside influences, and
tend to give very little credence to luck.

Other measures designed to test other personality factors, such as a discom-
fort with problem-solving situations where important factors are unknown (an
intolerance of ambiguity) or self-regulation, which is the ability to hold it to-
gether emotionally when the problem or situation becomes difficult, were also
evaluated but were not found to be particularly predictive in performance of the
tasks under study.

Results of Study 1. Results demonstrated [15] that whole score locus of
control predicted inferential task efficiency in the data visualization; participants
with a more external locus were able to complete the deductive inferential tasks
more quickly.

For the inductive procedural tasks, no singular full measure could predict
behavior, which was not unexpected, given that none of these psychometrics
were designed to evaluate these traits in this interface environments. But factor
analysis uncovered 9 items, largely from the trait anxiety measure, that pre-
dicted target identification efficiency across both interfaces. Participants who
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were more trait anxious found target items more quickly, even when the target
was buried several layers down in the hierarchy.

Results indicated that no single personality factor measure could predict er-
rors in either interface.

Fig. 4. Items in the 9 item short measure. Adapted from [15].

Results of Study 2. Results of a similar study using procedural tasks [16],
currently under submission) expanded these findings somewhat. This study used
the same interfaces and similar procedural tasks. The scores and outcomes of
participants in both studies were combined for greater statistical power (N =
105). Results demonstrated that both neuroticism and extraversion predicted
efficiency; the more neurotic/extraverted participants found items more quickly.
Additionally, analysis of the combined set found that locus of control predicted
procedural performance, in directly the opposite way to that of the inferential
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tasks. Participants with an internal locus (a belief that they were in control of
life events) found targets more quickly than those with an external locus. This
evidence alone demonstrates that not only that personality factors affect inter-
face interaction performance, but that different tasks are impacted differently
by inherent individual differences. See Figure 5.

5.jpg

Fig. 5. Summary of findings from Study 2. From [16].

Discussion of Results The existence of significant trending between per-
sonality factors and interface interaction outcomes is interesting for a variety
of reasons. First, it demonstrates that even complex cognition can, at least to
some degree, be predicted. Secondly, it demonstrates that inherent individual
differences, over which we as designers have no control, could inform design if
we knew the psychometric makeup of our target user group. This holds potential
for experts systems, which are designed for users whose differences are likely to
trend in similar ways. Thirdly, these studies open a promising doorway; if these
few personality factors can predict performance, what else about complex cog-
nition might we be able to predict if we knew more about our users, as well as
about the expert cohorts for whom we design visually enabled interfaces?
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6 Conclusion

The reasoning used during task analysis is complex. In this chapter, we have dis-
cussed this complexity by highlighting a handful of reasoning heuristics. We have
underscored this complexity with a discussion of Pirolli and Cards sensemaking
loop. And we have explored how this complexity complicates the current state
of design and evaluation thanks to the absence of applicable reasoning research
and pertinent precedent in the behavioural literature.

We have also broadly discussed the impact of human individuality on ev-
ery primary cognitive process, and surveyed our current research in pursuit the
generation of new system development models that optimize the cognitive per-
formance of human decision-makers. Optimization in this context must include
complex criteria such as insight, innovation, creativity and awareness in un-
common, unique and novel problems and situations. Research has shown that
inherent individual differences between users impacts the task and learning per-
formance in visually embedded interfaces. Our previous work in the development
of the Human Cognition Model continues to inform our research direction. Our
ongoing research in the Personal Equation has highlighted the need to study
not only inherent differences in personality factors, but also other user differ-
ences, including those in which affect other inherent individualities as well as
differences in institutional cohort and environment. These individual differences
in human capabilities are great enough that any unitary system will be at best
a compromise between the needs of the various sub-populations of users. Our
ongoing research seeks to take advantage of human individuality, rather than
to ignore it. While still in the early stages of this research, we have already
highlighted several inherent differences which predict performance, depending
on reasoning task. We intend to explore further, with the expectation of iso-
lating and understanding influential individual differences and how they impact
interface interaction, which could benefit visual analytics interface designers by
informing design requirements and opening up new areas for innovation.
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