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Vision-Based Minimum-Time Trajectory Generation for a Quadrotor UAV

Bryan Penin, Riccardo Spica, Paolo Robuffo Giordano, and François Chaumette

Abstract—In this paper, we address the problem of using a camera with limited field of view for controlling the motion of a quadrotor in aggressive flight regimes. We present a minimum time trajectory planning method that guarantees visibility of the image features while allowing the robot to undertake aggressive motions for which the usual near-hovering assumption is violated. We exploit differential flatness and B-Splines to parametrize the system trajectories in terms of a finite number of control points, which can then be optimized by Sequential Quadratic Programming (SQP). The control strategy is similar to a Receding Horizon Control (RHC) approach for modifying online the reference trajectory in order to account for noise, disturbances and any non-modeled effect. The algorithm is validated in a physically realistic simulation environment.

I. INTRODUCTION

Due to their unique combination of affordability and ability to perform hovering flight and acrobatic maneuvers in 3-D space, quadrotors have earned a prominent role among robotic platforms for applications such as surveillance, search and rescue, mapping [1] or inspection [2]. The interest for these platforms has generated a vast literature spanning problems such as state estimation [3], [4] motion control [5], [6] and trajectory planning [7]–[9]. One can also refer to [10] for a general overview. Considerable interest has been devoted, in particular, to the development of control architectures using monocular cameras, since these sensors can provide a very rich information about the surrounding environment while, at the same time, remaining affordable both in terms of cost, payload and energetic requirements.

A popular technique to use visual cues for directly controlling the robot motion is visual servoing [11]. This strategy was originally developed in the context of industrial robots, which are usually equipped with low-level high-gain control loops that allow neglecting the dynamics of the platform and, e.g., controlling it at the velocity level. Unfortunately, such simplification cannot be extended to flying robots, which, on the contrary, show non-negligible dynamics that make the visual control problem significantly more complex.

Many visual servoing controllers for fully actuated second order systems have been proposed in the literature (see, e.g., [12], [13]); however these solutions cannot be directly applied to quadrotors due to their underactuation (as well-known a quadrotor has only four inputs for controlling its 6-DOF pose in space).

For applications where stability is privileged over performance, like near hovering flight or autonomous landing, one can exploit a separation principle to simplify the problem: a high-gain low-level controller uses inertial measurements to regulate the rotational dynamics in order to realize a desired linear acceleration; vision is then used, in a higher level control loop, to generate acceleration commands to control the position of the robot, which is treated as a fully actuated point mass. Examples along this line can be found in [14]–[16]. A similar alternative is to design the visual controller in a “rotation-compensated” camera frame or “virtual plane” as done in [17]–[19].

Unfortunately the underlying assumptions of these works fail for high speed maneuvers. Moreover the quadrotor underactuation is not explicitly taken into account by the control design. This latter aspect is particularly problematic when dealing with cameras with limited field of view, as illustrated in Fig. 1. This figure represents a quadrotor with a down-facing camera that needs to move in the right direction while using the red dot on the ground for visual feedback. In order to accelerate in the desired direction, the robot must necessarily rotate clockwise so as to correctly orient the thrust force generated by the propellers. While doing so, the field of view of the camera will also move and the robot might lose visibility of the red target. Guaranteeing visibility of the visual features is, on the other hand, of paramount importance since losing visual tracking leads to an increasingly poor state estimation (that would just be driven by the odometry, i.e., the onboard IMU) and, thus, possibly, to a controller/task failure.

Intuitively, in order to overcome this problem, the robot can either limit its rotational motion (thus reducing the
acceleration and increasing the time needed to reach the desired position) or compensate the rotation by also moving upwards for increasing the size of the scene projected within the camera field of view.

The literature proposes various solutions to deal with field of view limitations based on the use of potential fields [20], qualitative servoing [21] or switching control laws [22]. In some cases, redundancies can also be successfully exploited for this purpose [23]. However, to our understanding, most of these methods are only suited for relatively slowly-varying fully-actuated systems.

More recent works have considered underactuated robots and sensor limitations in the context of active exploration [24], [25]. However, in these works the robot dynamics are simplified and the input constraints (i.e., the propeller speed) are not strictly imposed. An active sensing strategy considering the full quadrotor dynamics was proposed in [26], but without considering strict input constraints. Moreover, these works focus on environment coverage and a correct robot localization and none of them attempts to maintain visibility with respect to a specific set of features, which could, instead, be useful for target tracking applications. Ozawa et. al introduced a controller that takes into account the quadrotor underactuation and uses a virtual spring force to prevent the robot from rotating too much [27]. However, this clearly reduces the quadrotor reactivity and, in any case, does not strictly guarantee the satisfaction of visibility constraints.

To the best of our knowledge, none of the existing solutions can guarantee the satisfaction of visibility constraints while fully exploiting the robot actuation capabilities within the limits imposed by the inputs. A very general approach for dealing with the control of dynamic systems, subject to input and state constraints, and in presence of noise and other non-idealities, is Receding Horizon Control (RHC) or Model Predictive Control (MPC) [28]. This technique consists in calculating the control inputs by continuously solving online a constrained optimization problem based on predictions of the future robot state. MPC has been successfully used for quadrotor flight control in [29], [30], but without using vision. In [31], a visual error is used for the definition of the MPC optimization cost function. However, although the image error may be minimized along the trajectory, the image features are not guaranteed to remain visible.

In this paper, we take inspiration from RHC and present an algorithm that plans online minimum time trajectories for a quadrotor equipped with an onboard camera. With respect to previous works, our planner strictly guarantees visibility of the image features while allowing the robot to undertake aggressive motions for which the usual near-hovering assumption is violated. We exploit differential flatness and B-Splines to parametrize the system trajectories in terms of a finite number of control points, which can then be optimized by Sequential Quadratic Programming (SQP). To reject disturbances, we replan trajectories online as new estimations of the robot state become available. As an additional contribution, we show how the B-Spline properties can be cleverly exploited to efficiently adjust previously computed trajectories to the current robot state. This allows to quickly compute good initial guesses at each replanning step thus reducing the number of iterations needed by SQP to converge.

The rest of the paper is structured as follows. Section II introduces the motion and sensing models and states the optimization problem that we wish to solve. Sect. III explains how the differential flatness property and a B-spline parameterization can be used to make the optimization problem suited for numerical resolution. Then, in Sect. IV we describe the main paper contribution: a trajectory generation strategy that continuously re-plans an optimal trajectory based on current estimations of the robot state. In Sect. V we present some simulation results obtained in a physically realistic simulation environment. Finally, in Sect. VI we draw some conclusions and discuss future perspectives of our work.

II. PROBLEM FORMULATION

A. Preliminaries

With reference to Fig. 2 consider a quadrotor UAV moving in 3D space. Let us define a world frame $W$ and a body frame $B$ with origin $O_B$ attached to the robot center of mass (COM) and axis $z_B$ parallel to the propeller rotational axes. Let us also assume, without loss of generality, that the robot COM corresponds to the barycenter of the propellers. The robot state is $\chi = (p, R, v, \omega) \in SE(3) \times \mathbb{R}^6$ where $p \in \mathbb{R}^3$ is the position of the robot COM in $W$, $R \in SO(3)$ is the rotation matrix from $W$ to $B$, $v$ the COM linear velocity expressed in $W$ and $\omega$ the angular velocity expressed in $B$.

As well-known (see, e.g. [10]), the robot dynamics can then be modeled as:

$$\dot{p} = v$$

$$\dot{v} = g - \frac{f}{m} z_B$$

$$\dot{R} = R[\omega]_{\times}$$

$$\dot{\omega} = J^{-1}(f - J\omega \times \omega + \tau)$$

where $m$ is the robot mass, $J \in \mathbb{R}^3$ is the inertia tensor, $g \in \mathbb{R}^3$ the (constant) gravity acceleration in the world frame, and $[\cdot]_{\times}$ the usual skew-symmetric operator. Finally $(f, \tau) \in \mathbb{R}^4$ are the total thrust and torques applied by the propellers, which can be expressed in terms of the individual propeller thrusts $u = (f_1, f_2, f_3, f_4) \in \mathbb{R}^4$ according to the following linear expression:

$$\begin{bmatrix} f \\ \tau \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 0 & -l & 0 & l \\ -l & 0 & l & 0 \\ b & -b & b & -b \end{bmatrix} u$$

$$U = [f_m, f_M]^4$$ with $0 < f_m < f_M$.

Let us also assume the robot to be equipped with an on-board camera whose pose w.r.t. $B$ is known from a
preliminary calibration. Without loss of generality we assume that the camera is down-facing with optical center in \( O_B \) and optical axis parallel to \( z_B \). An image processing algorithm provides a measure of the perspective projection of a collection of \( N \) fixed 3-D points w.r.t. the frame \( B \) given as follows

\[
\beta_i = \frac{R^T_r (r_i - p)}{z_B^T R^T_r (r_i - p)} = \begin{bmatrix} x_i \\ y_i \\ 1 \end{bmatrix} \in \mathbb{P}^2, \quad i = 1, \ldots, N
\]  

(3)

where \( r_i \in \mathbb{R}^3 \) is the known position of the features in the inertial frame and \( \mathbb{P}^2 \) is the space of 3-D homogeneous vectors. We assume that the number of points and their configuration is such that the complete pose \((p, R)\) of the robot can be reconstructed using visual information only. In particular, we consider \( N = 4 \) points on the ground plane since this is sufficient for our 3D case (one could also consider more complex features such as image moments).

Finally, we also define the (square) image domain as \( \Omega = \{ \beta \in \mathbb{P}^2 \ s.t. \ \max(\beta^T x, \beta^T y) \leq \sin(\alpha) \} \) where \( \alpha \) is the camera field of view: the measurement (3) is available iff \( \beta_i \in \Omega \).

The sensory equipment is completed by an inertial measurement unit (IMU) providing a measure of the robot angular velocities \( \omega \) and specific force \( R^T_r (\dot{v} - g) \) at a much higher frequency than the camera frame rate. We assume that a state estimator, such as the ones described in [4], [32], uses the visual and inertial measurements to provide an estimation of the current robot state at the IMU rate. Note, however, that between two image frames, the robot pose estimation can only be updated by dead-reckoning of the IMU data. Due to noise and IMU biases, this “inter-frame” estimation is expected to be of much lower accuracy than the one obtained after visual measurements.

### B. Problem definition

Given the dynamic model (1), the input transformation (2), and the measurement equation (3), at a generic time \( t \), we seek for a solution to the following optimization problem.

**Problem 1:** find \( T, u(s), s \in [t, t + T] \), such that:

\[
\min_{u(s), T} \quad T \quad \text{s.t.} \quad \chi(t) = \chi_t \quad \chi(t + T) = \chi^* \quad \dot{\chi} = h(\chi, u) \quad u(s) \in \mathcal{U}, \forall s \in [t, t + T] \quad \beta_i(s) \in \Omega, \forall s \in [t, t + T], i = 1, \ldots, N
\]  

(4)

where \( \chi_t \) is the current robot state, \( \chi^* \) is the desired one, and (4d) was introduced to represent (1) in a compact form.

Note that Problem 1 is quite general. In particular, it does not impose any constraint on the initial and final states which, e.g., do not have to be hovering states (i.e. with \( R = I \), \( v \equiv 0 \), and \( \omega \equiv 0 \)). However, if both \( \chi_t \) and \( \chi^* \) are hovering states, \( \beta_i(t) \in \Omega, \beta_i(t + T) \in \Omega, \forall i = 1, \ldots, N \), and the hovering input \( u = (mg/4, mg/4, mg/4, mg/4) \in \mathcal{U} \) is not an isolated point in \( \mathcal{U} \), then a solution to Problem 1 always exists. Indeed, in this case, it is always possible to find a sufficiently large \( T \) such that the robot moves in near-hovering conditions, along a feasible and almost straight trajectory from the initial pose to the desired one [7], [8]. Due to the absence of rotational motions, the linear trajectory in 3-D space is also mapped to linear trajectories of the image features from \( \beta_i(t) \) to \( \beta_i(t + T) \). Thanks to the convexity of the image domain \( \Omega \), this guarantees that the feature visibility will be maintained.

Problem 1 contains non-linear algebraic and differential constraints and, to the best of our knowledge, does not admit an explicit analytic solution. As it is often the case in these situations, we then attempt to find a sub-optimal solution using a numeric resolution strategy as discussed in the next section.

### III. NUMERICAL RESOLUTION OF PROBLEM 1

In its original form, Problem 1 is not suited for a direct numerical resolution. First of all, the system dynamic equation (4d) represents a non-linear differential equality constraint, which is particularly hard to deal with in a numerical resolution scheme. In addition to this, the search space of the problem (the control input time law \( u(t) \)) is infinite dimensional. In order to overcome these problems, Sect. III-A will explain how to exploit differential flatness for eliminating constraint (4d), while Sect. III-B will introduce a B-spline parameterization that allows obtaining a finite representation of the search space.

#### A. Differential flatness

Differential flatness was first introduced by Fliess [33]. A non-linear system is termed flat if it is possible to find an explicit expression of all the system states and control inputs in terms of a finite number of variables (called flat outputs) and their derivatives up to a finite order. It is well-known that the quadrotor dynamics (1) are flat with flat outputs \( \gamma = (p, \psi)^T \in \mathbb{R}^4 \) [6], [7], where \( \psi \) is the yaw angle from the usual roll/pitch/yaw decomposition of the rotation.
Indeed, under the assumption \( f > 0 \), one can find an invertible algebraic mapping of the form:

\[
\chi = \phi_\chi(p,v,\dot{v},\ddot{v},\psi,\dot{\psi}) \tag{5a}
\]

\[
(f,\dot{f},\ddot{f},\tau) = \phi_\theta(\dot{v},\ddot{v},\psi,\dot{\psi}) \tag{5b}
\]

The complete expression of (5) can be found in, e.g. [7], and it is not reported here for lack of space. For simplicity of notation, we indicate with \( \sigma = (p,v,\dot{v},\ddot{v},\psi,\dot{\psi}) \) the vector of all quantities appearing on the right side of (5), and with \( \sigma_\chi = (p,v,\dot{v},\ddot{v},\psi,\dot{\psi}) \) only those involved in (5a).

Thanks to differential flatness, one can move the planning problem from the input space to the flat output space (i.e., the problem becomes a static problem): any sufficiently smooth problem from the input space to the flat output space (i.e., the flat outputs).

\[
\theta \in \mathbb{R}^p
\]

The parameterization of the search space (i.e. of the flat outputs). In this paper, we opted for the use of piecewise polynomial functions in the B-spline form [36]. Given a vector of control points \( \theta = (p_1,\ldots,p_n,\psi_1,\ldots,\psi_n) \in \mathbb{R}^{3n+p+\psi} \), and two (fixed) normalized knot vectors \( s_p \in [0,1]^p, s_\psi \in [0,1]^{\psi} \), the flat output trajectories can be represented as:

\[
\begin{align*}
\{ p(s) &= \sum_{k=1}^{n_p} B^p_k \frac{(s-t)}{T} p_k, \forall s \in [t,t+T], \\
\psi(s) &= \sum_{k=1}^{n_\psi} B^\psi_k \frac{(s-t)}{T} \psi_k \}
\end{align*}
\tag{6}
\]

where \( B^d_k \) is the \( k \)-th B-spline basis function of order \( d \), which can be computed recursively as described in [33].

Given (5), in order to ensure state continuity and input boundedness, one has to guarantee Lipschitz continuity of \( \dot{v} \) and \( \dot{\psi} \) (and continuity of lower order derivatives). This condition can be met by using open-uniform distributions of \( l = n + d \) knots (i.e. \( s_i = 0 \), for \( i = 1,\ldots,d \), \( s_i = 1 \), for \( i = n + 1,\ldots,l \), and \( s_{n+1},\ldots,s_{n+1} \) equally spaced in \([0,1]\)) and by taking \( d_p = 4 \) for \( p \) and \( d = d_\psi = 2 \) for \( \psi \).

Problem 1 can, finally, be restated as a Nonlinear Program (NLP) as follows.

**Problem 2:** Find \( \theta,T \), such that:

\[
\begin{align*}
\min_{\theta,T} & \quad T \\
\text{s.t.} & \quad \sigma_\chi(t) = \sigma_\chi^*, \\
& \quad \sigma_\chi(t+T) = \sigma_\chi^*, \\
& \quad \beta(s) \in \Omega, \forall s \in [t,t+T], i = 1,\ldots,N, \\
& \quad u(s) \in \mathcal{U}, \forall s \in [t,t+T],
\end{align*}
\tag{7a}
\]

where \( \sigma_\chi^* = \phi_\chi^{-1}(\chi^*) \) and \( \sigma_\chi^* = \phi_\chi^{-1}(\chi^*) \).

At this point, any general-purpose optimization strategy can be used to find a numerical solution to Problem 2.

For this paper, we exploited the Sequential Quadratic Programming optimization routine implemented in NLOPT [37]. Unfortunately, due to the non trivial non-linearity of (7d-7e) Problem 2 cannot be proven to be convex. The optimization will thus, in general, return a local minimum.

**IV. RECURSIVE ONLINE CONTROL**

Once Problem 2 is solved, the resulting flat output trajectory could be used in (5) for computing the control inputs \( u \) to be fed to the system. In ideal conditions, thanks to the flatness property, using these inputs would result in the system following exactly the planned trajectory. In practice, however, different sources of disturbance (e.g. noise, miscalibrations, neglected dynamics, and so on) will make the robot to quickly diverge from the planned trajectory when using such an open-loop control strategy. In order to cope with these uncertainties and disturbances, we then incorporate a feedback action in the proposed optimization scheme.

A first possibility would be to feed the planned trajectory into a low-level trajectory tracker such as the ones described in [5], [7]. On the one hand, this would allow to reject, to some extent, the disturbances acting on the system. On the other hand, however, the optimality of the resulting trajectory could be compromised and, more importantly, the visibility constraints (7d) could be violated. In this paper, instead, we take inspiration from Model Predictive Control [28] to perform an on-line re-planning of an optimal trajectory by solving Problem 2 each time a new visual measurement is available. By doing so, we expect to improve the system performance while, more importantly, ensuring the satisfaction of the visibility constraint (7d).

**A. Trajectory re-planning strategy**

The re-planning strategy is best explained by a visual example, shown in Fig. 3.

Let us assume that, in a previous planning step, at time \( t = t_{k-1} \), the resolution of Problem 2 generated a trajectory...
Fig. 3. Single instance of the re-planning process. The red line represents the trajectory computed in a previous planning iteration. The robot is following this trajectory when, at time $t_k$, a visual measurement and a new state estimation become available (green dot). The red trajectory is split and clamped to this measurement, resulting in the green line. The first part of this latter is immediately used as reference for the controller. The second part (the dashed green line) is fed as initial guess to the solver of Problem 2 and also used to predict the state in which the system will be at time $t_k + \delta t_p$, when the optimization will be over. Finally, the blue line is the new optimal trajectory resulting from the numerical resolution of Problem 2. The process is repeated again at $t_{k+1}$, when a new measurement is available.

$\sigma_{k-1}$, represented in red in the figure. The system is now at time $t = t_k$ and a new visual measurement becomes available to be used in the innovation step\(^1\) of the state observer to produce an estimation of the current system state $\chi_t$. This estimation will, in general, be different from the expected system state $\Phi(\sigma_{k-1}(t))$ due to the non-idealities mentioned above. A new optimal trajectory should, hence, be planned by solving Problem 2 and using the current state estimate to compute the initial condition $\sigma_{\chi_t}$.

Unfortunately, the resolution of Problem 2 requires a non-negligible time to complete. This time will, in general, vary, depending on the initial quality of the guess for the optimization variables, on the number of necessary iterations and on the available computational resources. Here, for simplicity, we assume that the processing will be concluded after, at most, a constant maximum duration $\delta t_p$, possibly by introducing a watchdog timer and accepting an intermediate sub-optimal solution.

For computing the system control inputs while the optimization is running, we simply “adapt” the previous trajectory to the new initial conditions by using a fast procedure that does not involve the resolution of Problem 2. First of all, we split the trajectory $\sigma_{k-1}$ at time $t_k$, as described in Sect. IV-B to extract only its second part $\sigma_{k-1}^+$ (the dashed red curve in Fig. 3). Then, we look for a new trajectory $\sigma_k^-$ (represented in green in Fig. 3) that is “as close as possible” to $\sigma_{k-1}^+$, but starts from $\Phi^-\sigma_{k-1}^+ (\chi_t)$. Details about this step are provided in Sect. IV-C. Note that this “temporary” trajectory $\sigma_k^-$ is sub-optimal and its calculation does not take into account any of the actuation and visibility constraints (6d–ce), which, as a consequence, could be violated. However, we accept this risk in order to be able to provide an immediate update of the reference trajectory to the new state estimation while a better solution is being computed by appropriately resolving Problem 2 as follows.

During the optimization process, the system will, most probably, move away from the current state $\chi_t$. As a consequence, if $\chi(t)$ were used as initial condition in (4b) (or, equivalently, (7b)), the newly planned trajectory would not start from the actual state of the robot at time $t + \delta t_p$. We mitigate this problem by using the trajectory $\sigma_k^-$ to predict (by a simple B-spline evaluation) the value of the flat outputs corresponding to the state $\hat{\chi}_t^{opt}$, in which the system will be when the optimization will be over. This value is used as initial condition in Problem 2.

Finally, since we use recursive optimization methods to find a solution to Problem 2 we also need to provide an initial guess for the optimal trajectory. This initial guess is computed by splitting the trajectory $\sigma_k^+$ at time $t + \delta t_p$ (green dashed line in Fig. 3) as described in Sect. IV-B and taking the second part (green dashed line in Fig. 3) of the trajectory. The optimization can finally run and a new optimal trajectory (the blue one in Fig. 3) will be generated. Such trajectory will be used to control the system starting from time $t + \delta t_p$, until a new measurement becomes available at time $t = t_{k+1}$. At the arrival of a new measurement the above procedure is repeated.

This strategy allows to re-plan online an optimal trajectory each time a new visual measurement is available. Each one of the generated trajectories could be used directly in (5b) to calculate the robot inputs. As already mentioned, however, an alternative possibility is, instead, to use them as references for a fast trajectory tracker. This second possibility is appealing because it allows to fully exploit the sensing capabilities of the robot: between two visual measurements, in fact, an estimation of the quadrotor state can be obtained, at a much higher frequency, by using the IMU for dead reckoning.

A fast trajectory tracker can, thus, use this information to reduce the effect of non-idealities between two planning steps.

Note that, as the quadrotor approaches the desired state, the planning distance and time horizon tend to zero, potentially introducing numerical issues in the resolution of Problem 2. To overcome this problem, when the system is close to the desired goal, we deactivate the re-planning and directly feed the trajectory tracker with the desired state $\chi^*$.

B. B-spline splitting

An advantage of using B-spline trajectories for motion planning is that there exist efficient algorithms to perform different manipulations on their shape. One such manipulation, that we perform multiple times in the recursive algorithm described in Sect. IV-A, is the splitting. Details about how to split a B-spline curve at a point and how to calculate the knots and control points of the resulting parts can be found in many sources, such as [38].

An undesirable effect of the splitting operation is that it also modifies the knot sequence and possibly (depending on the position of the split) even eliminates some knots. In order to maintain a constant number of uniformly distributed

\(^1\)Note that we trigger the planning at camera rate and not at the estimation rate. This is motivated by computational limitations and by the fact that, as already mentioned, the inter-frame estimation obtained by dead reckoning is expected to have a much lower accuracy.
knots (and thus a constant number of control points acting “evenly” on the whole spline length), after the split, we perform a sequence of knot insertion and knot removal operations (see [38]) meant to redistribute the knots of the new trajectory evenly.

C. Adapting previous trajectories to new initial conditions

In this section we describe how to efficiently “adapt” a previously computed B-spline trajectory (e.g. the trajectory $\sigma_{k-1}$ represented by a red dashed line in Fig. 3) to a new estimation of the current robot state (green dot in Fig. 3). To perform this operation we exploit two important properties of B-splines. The local support property stands that the shape of the curve in a knot span $(s_k, s_{k+1})$ is only determined by a subset of $d$ of the B-spline control points. The convex hull property guarantees, instead, that in each knot span, the spline curve is locally contained in the convex hull of the same subset of control points. In practice this allows to conclude that changing the first control points (those determining the initial state of the system) will not affect the shape of the spline towards its end (in particular the final system state will not change) and that two splines with similar control points (according to some norm) are also geometrically close to each other.

Given a spline $\sigma_{k-1}$, with control points $\theta$, the control points $\theta^-$ of the new spline $\sigma_k$ can then be computed by solving the following linear quadratic optimization.

**Problem 3:** find a vector of control points $\theta^-$ such that

$$
\min_{\theta^-} \sum_{j=1}^{n_p} \|p_j - p_j^-\|^2 + \sum_{j=1}^{n_v} \|\psi_j - \psi_j^-\|^2 \quad \text{s.t.} \quad \sigma(t) = \sigma_{\chi, t}^-(t), \tag{9}
$$

Note that Problem 3 does not take into account the actuation and visibility constraints in (7d) and (7e). While we cannot formally guarantee that these constraints will not be violated, we want to stress that the resulting trajectory is only used for a short amount of time, namely the time needed for the numerical resolution of Problem 2. Introducing a saturation of the control commands one still guarantees the satisfaction of (7e) at the cost of introducing a deviation of the robot from its nominal trajectory. Finally, by introducing some security margins in the definition of $\Omega$, one can also reduce the probability of losing feature track.

V. SIMULATION RESULTS

In this section we report the results obtained by using our planning method in a physically realistic simulation environment. A video of the simulation is attached to the paper.

The quadrotor dynamics were simulated using V-Rep with a time step of 6 ms. The planning strategy described in Sects. III and IV was implemented in C++ and the SQP method of NLOPT [37] was used to numerically resolve Problem 2. The generated trajectories were sent to TeleKyb [39] which then computed the actual control inputs using controller [5], [32].

We simulated visual measurements at a rate of 15Hz for four targets positioned in $(\pm 0.2, \pm 0.1)$. In our implementation, each planning operation (resolution of Problem 2) takes about 30ms during which the system uses an adaption of a previously planned trajectory, obtained by resolving Problem 3. Thus, a new trajectory is sent to the controller at the rate of 30Hz.

The simulated camera had a field of view of 90 degrees ($\alpha = \pi/4$) and each propeller could generate thrusts between 0.1 N and 7 N. For realism purposes, we introduced a Gaussian noise into the state measurements (up to 2% absolute error) and into the motors thrust sent by the controller (up to 5% absolute error). We also purposely used different inertial parameters for the replanning algorithm and for the actually simulated quadrotor in V-Rep in order to introduce presence of (typical) modelling errors between planned trajectory and actual execution. In particular, we used the following values:

| & mass | Inertia matrix (diagonal) |
|---|---|---|
| Planning | 1.0 | (0.01562 0.01562 0.03125) |
| Simulation | 1.08 | (0.016 0.0145 0.027) |

Table 1. Inertial parameters used for the replanning and in V-Rep

Figure 4 shows some snapshots of the simulation. The robot started from an initial hovering state at $p =$
The robot was able to accomplish the task in a total time of approximately 2.3 s over which the trajectory planning algorithm was triggered 34 times.

During motion, the quadrotor reached a translational speed up to 1.0 m/s along the X axis, and rotations up to 20 deg as illustrated in Fig. 8. From Fig. 6 one can see that the features moved very close to the limits of the field of view. Finally Fig. 7 shows that also the motor thrusts hit the actuation limits. These results clearly show that the performed trajectory was rather aggressive and that the actuation and sensing capabilities of the robot were exploited. Therefore, we showed that in the presence of modelling uncertainties and noise, the feedback introduced by updating the reference trajectory was able to reject some of these disturbances while satisfying the several constraints. Indeed, we encourage the reader to watch the video attached to this paper: there, we show how an ‘open-loop’ execution of the initially planned trajectory quickly fails to meet the visibility constraints because of the (purposely introduced) actuation noise and model uncertainties. On the other hand, as discussed, the online replanning allows gaining a sufficient level of robustness against these non-idealities.

VI. CONCLUSION AND FUTURE WORK

In this paper, we addressed the problem of controlling the motion of a quadrotor UAV using an on-board camera. In contrast with the previous literature, we proposed a method that explicitly deals with the robot underactuated dynamics and with the system limitations in terms of propeller thrusts and camera field of view. In particular, we presented a minimum time trajectory planning method that guarantees visibility of the image features while allowing the robot to undertake aggressive motions for which the usual near-hovering assumption is violated.

We exploited differential flatness and a B-Splines parameterization to reformulate the optimization problem in terms of a finite number of parameters (the B-spline control points) that can be numerically optimized by Sequential Quadratic Programming (SQP). The strategy also uses a Receding Horizon Control (RHC) approach for modifying online the reference trajectory in order to account for noise, disturbances and any other non-modeled effect. Moreover, it cleverly exploits B-spline properties to efficiently compute good initial guesses for each planning step by adapting previous solutions.

The algorithm was validated in a physically realistic simulation environment where the strategy proved to be able to generate aggressive maneuvers and to reach the limits of...
the robot capabilities while rejecting to some extent the noise and the modelling uncertainties.

Future work includes allowing short visibility violations as we perform aggressive trajectories and taking state estimation uncertainties into account. Since we are interested in highly dynamic maneuvers, in the future we also plan to consider the dynamics of the propellers. If they can be modeled as linear, the full system remains flat and the overall strategy can be maintained also in this case. Finally, the full setup will be validated in real experimental conditions with a quadrotor UAV equipped with a down-facing camera.
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