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Abstract. Saving earth's biodiversity for future generations is an 
important global task, where automatic recognition of pollen species by 
means of computer vision represents a highly prioritized issue. This 
work focuses on analysis and classification stages. A combination of 
geometrical measures, Fourier descriptors of morphological details 
using Discrete Cosine Transform (DCT) in order to select their most 
significant values, and colour information over decorrelated stretched 
images are proposed as pollen grains discriminative features. A Multi-
Layer neural network was used as classifier applying scores fusion 
techniques. 17 tropical honey plant species have been classified 
achieving a mean of 96.49%  1.16 of success. 
 
Keywords. Pollen grains, pollen classification, colour features, geometrical 
features, neural networks, decorrelation stretch. 

 
 
1 Introduction 
 
Over 20% of all the world’s plants are already at the edge of becoming extinct [1]. 
Saving earth's biodiversity for future generations is an important global task [2] and 
many methods must be combined to achieve this goal. Saving flora biodiversity 
involves mapping plant distribution by collecting pollen and identifying them in a 
laboratory environment. Pollen grain classification is a qualitative process, involving 
observation and discrimination of features.  
    The manual method, heavily depending on experts, is still the most accurate and 
effective, but takes considerable amounts of time and resources, limiting research 
progress [3]. Therefore, automatic recognition of pollen species by means of 
computer vision is a highly prioritized subject in palynology. 



    A lot of progress has been made in the field of automatic pollen species 
classification. In [4], it showed one of the first works in which texture features and 
neural networks were used for pollen grains identification task. In [5] detection and 
classification of pollen grains were identified as the main and difficult tasks. In both 
cases neural networks were used. The characteristics of pollen grains for their correct 
classification were studied in different studies. In [6], the shape and ornamentation of 
the grains were analyzed, using simple geometric measures. Concurrence matrices 
were applied for the measurement of texture in [7]. Both techniques were combined in 
[8] and [9]. In [10] brightness and shape descriptors were used as vector features.  
    Another interesting approach is found in [11]. Here, a combination of statistical 
reasoning, feature learning and expertise knowledge from the application was used. 
Feature extraction was applied alternating 2D and 3D representations. Iterative 
refinement of hypotheses was used during the classification process. A full 3D 
volume database of pollen grain was recorded in [12] using a confocal laser scanning 
microscope. 14 invariant gray-scale features based on integration over the 3D 
Euclidian transformation were extracted and used for classification. A more recent 
work with an ambitious approach is shown in [13]. It describes an automatic optical 
recognition and classification of pollen grains system. This is able to locate pollen 
grains on slides, focus and photograph them, and finally identify the species applying 
a trained neural network. 
    There is no doubt that significant progress has been made, but more knowledge is 
needed in the combination of features that have been studied and colour features in 
order to increase the number of species that systems are capable to recognize and 
classify with a high rate of success. 
    This work introduces the use of colour features over decorrelated images. A novel 
combination of these features with geometrical measures, and Fourier descriptors of 
morphological details are proposed as pollen grains discriminative features, being this 
our first work in this area. The remainder of this paper is organized as follows. In 
Section 2 the process of pollen grains detection is explained. Section 3 introduces the 
techniques used for feature extraction. The classification block is presented in Section 
4. Experimental methodology and its results are exposed in Section 5. Finally in 
Section 6, discussions and conclusions are shown. 
 
2 Pollen Grains Detection 

  
Since there is not a uniform focus and conglomerates may appear in the images, a 
simple semi-automatic algorithm was developed to capture the pollen grains, 
indicating and cropping the pollen image. Thus, only one grain appears in each pollen 
grain sub-image. An example of each pollen class and its Scientist name (family, 
gender and specie by column) can be seen in figure 1. 
   Once sub-images of the pollen grains have been selected, automatic detection is 
performed. First, the colour contrast of the image is increased in order to locate the 
pollen grain in the image. Then a decorrelation stretching (DS) of the image is done. 
This technique is explained in detail in [15] and [16]. The main idea is to achieve a 
variance-equalizing enhancement in order to uncorrelate and to fill the colour space. 
   The pollen grain image is represented by a matrix with dimensions M×N×3  where 
M×N represents the image dimensions of each colour channel. 
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Fig. 1. Examples of each pollen class. 

 

    Thus, the pixels of the image are represented by the vector Ix  . Let V express 
the covariance or correlation matrix of x  and the eigenanalysis associated [16] with 
the principal component analysis described as: 

tUEUV   (1) 

Where the columns of U denote the eigenvectors and the diagonal elements of the 
diagonal matrix E denote the corresponding eigenvalues. Using the transform tU the 
vector  x  is transformed in a new vector space where the new data y is given by: 

xUy t  (2) 

The scaling, applied in order to equalize the variance, is achieved in this space 
dividing each value of y by its corresponding standard deviation 2/1

ie  , thus the new w 

matrix is 

xUEw t2/1  (3) 

where  
),,( 321 eeediagE   (4) 

 
The transformation to the original space is given by 

xUUEz t2/1  (5) 

    The resulting image is transformed to the HSV colour model (Hue, Saturation and 
Value). The S channel is used in order to take advantage of the difference of 
brightness between the background and the pollen grain. Histogram equalized image 
is necessary before the binarization of the image. The next factor is multiplied to the 
histogram equalization:  

8.0/1 )5.1)*1.0((  mef  (6) 



where m is the mean of the S channel insuring that the equalization is made in a 
correct range. 
    The binarization is applied setting the threshold at 0.45. Morphological methods 
like close, erosion, dilation, etc. are used in order to consider only the area where the 
pollen grain is found. Figure 2 shows the obtained images: 

 

 
 

 
 

Fig. 2. Images obtained in the pollen grains detection. 
 
3 Discriminative Feature Extractions 
 
Discriminative feature extractions were divided in three steps and are described in the 
next sections: 
 
3.1 Geometrical Features 

 
The geometrical features have been used in almost all works related to grain 
classification. The area, convex area, and perimeter are used in this work as they have 
been proven to provide a fair amount of the basic information of the pollen grain. 
Area is the number of pixels in the considered region. Convex area is the number of 
pixels of the binary image that specifies the convex hull. Perimeter is calculated as the 
distance between each adjoining pair of pixels around the border of the pollen grain. 
 
3.2 Fourier Descriptors 
 
The Fourier Descriptor represents the shape of the pollen grain in the frequency 
domain [10], [16]. Each boundary point is represented as a complex number. In order 
to eliminate the bias effect, the centroid of the shape of the pollen grain is introduced 
in the complex representation: 

][][ cc yyixxs   (7) 

The contour is sampled each 2 degrees using the Cartesian to radian coordinates 
transformation. The Fourier Descriptor is defined as the power spectrum of the 
discrete Fourier Transform of s. In this work the Discrete Cosine Transformation 
(DCT) is applied to the resulting power spectrum in order to select the most 
significant values of the Fourier Descriptor. Finally, the first three coefficients of the 
transformation were used as features on this approach. 



3.3 Colour Features 
 

In section 2, decorrelation stretching method (DS) is applied to the pollen grain 
images. The averages of R (Red), B (Blue), H (Hue) channels were calculated as three 
colour parameters. It is important to mention that only the pollen grain region was 
considered. The Gray Level Co-occurrence Matrix (GLCM) from H channel was used 
in order to obtain its contrast. The distance and direction setting in the GLCM 
calculation was 1 pixel and 0 degree respectively. 

 
4 Classification System 
 
Artificial neural networks (NN) have been used in several studies [4], [5], [7], [8], 
[13] demonstrating good results. Multi-Layer Perceptron NN trained by Back 
Propagation algorithm (MLP-BP) were used. Neurons implemented the hyperbolic 
tangent sigmoid transfer function. The number of neurons in the input layer is the 
same as the number of selected features. Following experimentation, it was 
determined to use one hidden layer. The number of neurons that showed better results 
ranged between 20 and 80. The best results were found using 50 neurons. The 
numbers of neurons in the output layer was 17, that is, the number of classes. 5000 
iterations were performed in the training phase.  
    Since weights of neurons in the input layer were initialized randomly, 30 NNs were 
trained in order to determine the classes. Two decision techniques (DT) were applied: 
class majority voting (CMV) and adding scores (AS). The former selects the most 
repeated result along all 30 NNs. These results at every NN are computed as the index 
of the maximum scoring neuron. The AS adds the output scores of corresponding 
neurons from each 30 NNs, before selecting the index of the maximum value. 
 
5 Experiments and Results 
 
5.1 Database 
 
The database contains a total of 426 pollen grain sub-images as those presented in 
figure 1. These sub-images correspond to 17 genders and species from 11 different 
families of tropical honey plants from Costa Rica, Central America. 
 
5.2 Experimental Methodology and Results 
 
Parameters introduced in section 3 were tested for both raw images and DS processed 
images. For each of them, apart from the original dataset of parameters (ORIG), a 
second dataset of parameters (ORIGPCA) was obtained by applying PCA to the 
original dataset. About the classification, CMV and AS decision techniques were 
applied separately. Moreover, both parameter sets were fused at the score level using 
again the AS technique. This makes a total of 8 combinations of raw/DS-processed 
images, original/PCA data set, and CVM/AS decision technique. 
    In order to obtain valid results, a series of cross-validation methods were performed 
on every experiment: 30 iterations of 50% hold out (50-HO), and k-folds with k equal 



3, 4, and 5 (3-, 4-, and 5-folds). A second set of features were obtained applying the 
DS method to the original images. Tables 1 and 2 show all obtained results for both 
original and DS processed set of images, showing results as mean (%) and standard 
desviation (±) from 30 iterations. 
 
Table  1. Results obtained for the original set of parameters and after applying PCA, for both 
CMV and AS score fusion methods. 
 

DS PCA DT 50-HO 3-folds 4-folds 5-folds 

No No CMV 86.25%  2.67 87.98%  3.13 90.01%  3.77 90.44%  3.53 
No Yes CMV 86.13%  3.00 88.98%  7.54 91.79%  7.01 92.62%  7.17 
No No AS 86.48%  2.75 88.87%  2.70 90.30%  3.45 90.19%  3.84 
No Yes AS 86.55%  3.08 90.25%  3.36 93.34%  4.74 93.80%  4.25 
Yes No CMV 88.08%  1.73 90.91%  1.11 90.98%  2.45 91.37%  3.34 
Yes Yes CMV 93.99%  1.63 95.22%   0.24 94.22%  2.76 95.73%  1.84 
Yes No AS 88.20 %  2.19 90.91%  0.62 90.86%  2.12 91.76%  3.27 
Yes Yes AS 94.18 %  1.71 95.55%  0.15 95.36%  1.88 95.73%  1.84 

 
 
Table  2. Results obtained merging ORIG and ORIGPCA parameters using AS score fusion. 
  
Param. DS DT 50-HO 3-folds 4-folds 5-folds 

ORIG + 
ORIGPCA 

No AS 91.19%  2.07 92.96%  1.74 94.61%  3.05 95.78%  4.45 

ORIG + 
ORIGPCA 

Yes AS 95.33%  1.31  96.53%  0.21  96.63%  1.17  97.48%  1.97 

 
 
6 Discussion and Conclusions 
 
This work has introduced the use of colour features over decorrelated stretched 
images, for enhance pollen grain classification. More standard characteristics like 
geometrical features and Fourier descriptors have been added to the pollen grain 
descriptions. Over this multiple feature vector, PCA has proven to increase the 
system’s performance. 
    Experimental results shown in Table 1 indicate how the use of DS technique 
significantly improves the recognition of pollen grain species. Moreover, this 
improvement can be seen in terms of success rate and stability (standard deviation). 
This can be explained by the fact that colours channel variances are equalized and 
uncorrelated, reducing intra-class variation and differentiating inter-class samples. 
Furthermore, the use of PCA on the original database increased the success rate. This 
is consistent with the fact that PCA transformation projects samples over more 
meaningful dimensions, maximizing variance.  
    Finally, both data sets (ORIG and ORIGPCA) were fused using the AS score 
fusion, obtaining a maximum success rate of 96.4%, and a standard deviation of 1.16 
with 17 pollen species. It is worth to mention that these results improve those 



achieved by other authors [7] [8] [9] [10], even though the number of classified 
species was significantly larger. 
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