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Abstract. A novel ontology based type 2 diabetes risk analysis system 
framework is described, which allows the creation of global knowledge 
representation (ontology) and personalized modeling for a decision support 
system. A computerized model focusing on organizing knowledge related to 
three chronic diseases and genes has been developed in an ontological 
representation that is able to identify interrelationships for the ontology-based 
personalized risk evaluation for chronic diseases. The personalized modeling is 
a process of model creation for a single person, based on their personal data and 
the information available in the ontology. A transductive neuro-fuzzy inference 
system with weighted data normalization is used to evaluate personalized risk 
for chronic disease. This approach aims to provide support for further discovery 
through the integration of the ontological representation to build an expert 
system in order to pinpoint genes of interest and relevant diet components. 

Keywords: Knowledge discovery, knowledge representation, chronic disease 
ontology, personalized risk evaluation system. 

1   Introduction 

 
Populations are aging and the prevalence of chronic diseases which persists for 

many years is increasing. The chronic diseases such as cardiovascular disease, type 2 
diabetes and obesity have high global prevalence, have multifactorial etiology. These 
diseases are mainly caused by interactions of a number of common factors including 
genes, nutrition and life-style. For ontology based personalized risk evaluation for 
type 2 diabetes, a Protégé-based ontology has been developed for entering data for 
type 2 diabetes and linking and building relationships among concepts. The 
ontological representation provides the framework into which information on 
individual patients for disease symptoms, gene maps, diet and life history details can 
be inputted, and risks, profiles, and recommendations derived.  



A personalized risk evaluation system has been used for building the personalized 
modeling. Global models capture trends in data that are valid for the whole problem 
space, and local models capture local patterns which are valid for clusters of data. 
Both models contain useful information and knowledge. Local models are also 
adaptive to new data as new clusters and new functions that capture patterns of data in 
these clusters. A local model can be incrementally created. Usually, both global and 
local modeling approaches assume a fixed set of variables and if new variables, along 
with new data, are introduced with time, the models are very difficult to modify in 
order to accommodate these new variables. However new variables can be 
accommodated in only personalized models, as they are created ‘‘on the fly’’ 
provided that there is relevant data for them [1]. The personalized risk evaluation 
using ontological based data is the main approach of the paper.  

2   Chronic Disease Ontology 

Ontology is a systematic account of being or existence. Ontology in terms of 
bioinformatics can be interpreted as the representation of the existing domain of the 
knowledge of life. Ontology is used to reason and make inferences about the objects 
within the domain [2]. Ontology is concerned with making information and 
knowledge explicit; it includes descriptions of concepts and their relationships. 
Ontology describes a hierarchical structure of concepts and the relationships built in 
order to extract new knowledge.  

 
 
Fig.1. General structure of molecular domain in the chronic disease ontology. 



Ontology is generally written as a set of definitions of the formal vocabulary of 
objects and relationships in the given domain. It supports the sharing and reuse of 
formally represented knowledge among systems [3, 4]. As a database technology, 
ontologies are commonly coded as triple stores (subject, relationship, object), where a 
network of objects is formed by relationship linkages, as a way of storing semantic 
information [5, 6].A standardized ontology framework makes data easily available for 
advanced methods of analysis, including artificial intelligence algorithms, that can 
tackle the multitude of large and complex datasets by clustering, classification, and 
rule inference for biomedical and bioinformatics applications. The main advantages of 
building ontology are to extract and collect knowledge; share knowledge; manage 
terminology; store, retrieve and analyze; find relationships between the concepts; 
discover new knowledge and reuse knowledge for decision support system. 

Chronic disease ontology consists of five major domains namely; organism 
domain, molecular domain, medical domain, nutritional domain and a biomedical 
informatics map domain. These domains or classifications contain further subclasses 
and instances. Each subclass has a set of slots which provide information about each 
instance and have relationships among other slots, instances and concepts. Each gene 
instance has different information associated with the gene and also has relationships 
with other domains (Figure1). The chronic disease ontology can be updated manually 
and regularly with new knowledge and information providing a framework to keep an 
individual’s specific information (medical, genetic, clinical and nutritional), to 
discover new knowledge and to adapt as required  for personalized risk prediction and 
advice. 

3   Type 2 Diabetes Personalized Risk Evaluation System  

Type 2 diabetes mellitus is one of the most common chronic “lifestyle” diseases 
with a high prevalence throughout the world [7]. There are two main types of diabetes 
mellitus; type-1 and type-2. Type 2 diabetes is the most common type of diabetes and 
globally about 90% of all cases of diabetes are type 2 diabetes [8]. There have been 
several models, namely, ‘The global diabetes model’ [9, 10], ‘The diabetes risk score’ 
[11], the ‘Archimedes diabetes model’ [12, 13], the Diabetes risk score in Oman [14], 
the ‘Genetic Risk Score’ [15]. All these models predict risk of future complications 
associated with type 2 diabetes in people with already diagnosed type 2 diabetes.  

The global diabetes model (GDM) is a continuous, stochastic micro simulation 
(individual by individual approach) model of type 2 diabetes. The GDM is a computer 
program and predicts longevity, quality of life, medical events and expenditures for 
groups and individuals with type 2 diabetes. The GDM calculates rates and 
probabilities of the medical events in diabetic individuals [9, 10]. It has been reported 
that from the existing methods for predicting risk of type 2 diabetes, The Archimedes 
Model predicts the risk with better sensitivity and specificity than other models [16]. 
Recently, the ‘Genetic Risk Score’ has been developed which uses multiple genetic as 
well as conventional risk factors [15]. Because these methods calculate risk of type 2 
diabetes globally and they are not the same as the proposed methodology in this 
thesis, which involves calculations of personalized risk. The aim of the current 



research is to create a personalized model for predicting risk of type 2 diabetes. 
Genetic variables have been used along with clinical variables to create a personalized 
model to predict risk of type 2 diabetes. The next section of this paper describes the 
methods used for creating a diabetes risk model using genetic markers along with 
clinical variables. 

3.1 Step 1: Selection of Features for building the personalized risk evaluation 
system for type-2 diabetes:  

The first step to build the model was feature selection which has been done by 
using different methods including signal to noise ratio and t-test. This analysis was 
done using NeuCom and Siftware. NeuCom is a computer environment based on 
connectionist (Neuro-computing) modules. NeuCom is self-programmable, learning 
and reasoning tool. NeuCom environment can be used for data analysis, modeling and 
knowledge discovery. Siftware is an environment for analysis, modeling and profiling 
of gene expression data. NeuCom and Siftware have been developed at Knowledge 
Engineering and Discovery Research Institute (KEDRI, http://www.kedri.info).              

Results achieved from signal to noise ratio are exactly similar to student’s t-test. 
According to signal to noise ratio and t-test for the combined male and female 
subjects, genes ANGPTL3, ANGPT4, TNF, FLT1, MMP2 and CHGA are ranked 
highest. Interestingly, gene CHGA has not been ranked at same high position for male 
and female subjects separately. The first six genes of highest importance for male and 
female subjects were selected for further analysis and to build personalized sex-
specific risk prediction model. As genes are ranked differently as per signal to noise 
ratio for male and female subjects, different genes have been selected for personalized 
modeling for male and female subjects.  Different methods were then used for type 2 
diabetes risk prediction methods such as multiple linear regression using NeuCom 
(global, inductive method), WWKNN and TWNFI (personalized methods) [17].  

3.2 Step2: Building Personalized risk evaluation model:    

As every person has a different genetic admixture, therefore personalized 
prediction and treatment is required for each person. In personalized modeling, a 
model is created for a single point (subject record) of the problem space only using 
transductive reasoning. A personalized model is created “on the fly” for every new 
input vector and this individual model is based on the closest data samples to the new 
samples taken from a data set. The K-nearest neighbors (K-NN) method is one 
example of the personalized modeling technique. In the K-NN method, for every new 
sample, the nearest K samples are derived from a data set using a distance measure, 
usually Euclidean distance, and a voting scheme is applied to define the class label for 
the new sample [18, 19]. In the K-NN method, the output value y for a new vector x is 
calculated as the average of the output values of the k nearest samples from the data 
set D. In the weighted K-NN method (WKNN), the output y  is calculated based not 
only on the output values (e.g. class label) y  of the K, NN samples, but also on a 
weight w , that depends on the distance of them to x . In Weighted-weighted K 
nearest neighbor algorithm for transductive reasoning (WWKNN) the distance 



between a new input vector and the neighboring ones is weighted, and also variables 
are ranked according to their importance in the neighborhood area.  
  Transductive neuro-fuzzy inference system with weighted data normalization 
(TWNFI) is an improved, advanced and more complex transductive and dynamic 
neural-fuzzy inference system with local generalization, in which, either the Zadeh-
Mamdani type fuzzy inference engine [20,21] or the Takagi-Sugeno fuzzy inference 
engine [22] can be used. The local generalization means that in a sub-space (local 
area) of the whole problem space, a model is created and this model performs 
generalization in this area.  

Table 1.  Examples of TWNFI personalized models for two different male subjects; high risk 
and low risk; with weight of variables and genes with global weights representing importance 
of the variables. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

In the TWNFI model, Gaussian fuzzy membership functions are used in each fuzzy 
rule for both antecedent and consequent parts. In TWNFI data is first normalized and 
then it looks for nearest samples. TWNFI performs a better local generalization over 
new data as it develops an individual model for each data vector that takes into 
account the new input vector location in the space. Table 1 shows results from 
example of personalized model built for two male subjects. Subject 1 belongs to class 
1(with type 2 diabetes) and subject 2 belongs to class0 (without type 2 diabetes). It 
was found that highest accuracy was achieved with the TWNFI method. TWNFI not 

 
Subject 1 (High 
risk male) 

Subject 2 (Low 
risk male)  

Input Variables 
Weights of input 
variables 

Weights of 
input variables 

Global weights/ 
importance (male) 

Age (years) 0.7729 0.9625 0.8393 

Haemoglobin (g/L) 0.8521 0.7847 0.8429 

Fasting blood glucose (mmol/L) 0.7507 0.9352 0.8769 

Cholesterol (mmol/L) 0.7478 0.752 0.8104 

Triglycerides (mmol/L) 0.6961 0.7413 0.8327 

ANGPTL3 0.7617 0.9269 0.9254 

FGF1 0.7295 0.641 0.8228 

FLT1 0.651 0.7059 0.8096 

MMP2 0.6797 0.8802 0.9009 

TNF 1 0.8495 0.8699 

ANGPT4 0.6705 1 0.904 

Actual output    

Predicted output with Multiple 
linear regression 0.7963 0.1378  

Predicted output with WWKNN 1.127 0  

Predicted output with TWNFI 1.002 0  



only gives highest accuracy, also gives weights of variables as per their importance 
for risk of disease. 
 
   For each subject in present example, separate weight of each variable has been 
presented and compared with global weights of variables for male subjects. It is very 
interesting that male subject 1 and 2 both have higher values of fasting blood glucose, 
cholesterol and triglycerides, the genes were more important factors to predict the risk 
of type 2 diabetes for male subject 2. By comparing weights for each variable of each 
subject, it was found that for male subject 1, gene TNF was found to be the most 
important gene associated with type 2 diabetes while for male subject 2, ANGPT4 
gene has been weighted the highest, while for all the male subjects the ANGPTL3 
gene has been found most important factor for type 2 diabetes. TWNFI along with 
high accuracy and importance of variables also provides set of rules based on the 
clusters formed based on nearest neighbors. Each rule contains a lot of information 
for each variable. Rules or profiles for male subjects were generated on the basis of 
nearest samples. 
 

4   Integration Framework for Chronic Disease Ontology and 
Personalized Modeling 

   This section explains the framework for integrating the chronic disease ontology 
and a personalized risk evaluation system. The challenge is to create computational 
platforms that dynamically integrate the ontology and a set of efficient machine 
learning methods, including new methods for personalized modeling that would 
manifest better accuracy at a personal level and facilitate new discoveries in the field 
of bioinformatics.  The chronic disease ontology that was described in section 2 will 
be used to integrate personalized modeling and ontology. The current chronic disease 
ontology contains most of genes which are common for three chronic interrelated 
diseases (cardiovascular disease, type-2 diabetes and obesity).  
   Data for personalized modeling was collected during a Government Research 
Program with the title: “Biologia e Impiego dei Progenitori Endoteliali nell’ 
Arteriopatia Obliterante Periferica” sponsored from Italian Ministry of the Health. 
The collected dataset which was used for predicting risk of type 2 diabetes included 
clinical and genetic variables and it was found that for male and female subjects 
different combinations of genes are more predictive of type 2 diabetes. So these genes 
were updated in the chronic disease ontology and the missing genes and information 
related to these genes was also added in to the chronic disease ontology. Similarly, 
any other information derived from personalized model can be added to the chronic 
disease ontology and the new relationships and discoveries within the chronic disease 
ontology can be used to improve personalized risk evaluation system (Figure2).  
 
 



 
 
Fig.2. Example of framework for use of knowledge from the chronic disease ontology 
(CDO) to personalized model. 
 
   The framework uses the chronic disease ontology based data and knowledge 
embedded in the ontology. It also allows the adaptation of new knowledge by entering 
the results of the machine learning system to ontology. The main modules (Figure 3) 
are: an ontology module, a machine learning module (TWNFI) and an interface to 
import and export knowledge from and to ontology. The ontology and machine 
learning module evolve through continuous learning from new data. Results from the 
machine learning procedures can be entered back into the ontology thus enriching its 
knowledge base and facilitating new discoveries. Integration of the chronic disease 
ontology and personalized model can be done for diabetes. 
     

 
Fig.3. The ontology-based personalized decision support (OBPDS) framework 
consisting of three interconnected parts: (1) An ontology/database module; (2) 
Interface module; (3) A machine learning module. 
 



  It can be explained with the help of an example as  the information obtained from 
personalized model for type 2 diabetes in the Italian dataset, such as the gene matrix 
metalloproteinase (MMP2), responsible for protein binding in normal person and 
mutated form is responsible for high risk of type 2 diabetes in the Italian male 
population can be added to the ontology and if a new male subject comes which is 
from Italian population, the same information can be used next time.  
   Similarly, it has been found that the gene hypoxia inducible factor 1 (HIF1A) acts 
as a normal transcription binding factor but mutation in gene is related to type 2 
diabetes in females in Italian population. This information can be added to ontology 
and can be applied to the analysis for the next new subject from a similar population 
and with similar clinical features for risk prediction. Similar process can be applied 
for predicting risk of obesity. 
   Recently, it was found that gene FTO in its inactivated state protects from risk of 
obesity [23]. Polymorphism in FTO gene is strongly and positively correlated to body 
mass index which is common measure of obesity.  This knowledge has been updated 
in the chronic disease ontology and the system is able to use this knowledge if a 
similar subject with high body mass index comes, it can identify that FTO gene is 
active and the person may have a predisposition to obesity if dietary intake exceeds 
physical activity. 
 

5   Conclusions and Future Plans 

   It has been found that the male subjects have high values of cholesterol and 
triglycerides and are more prone to type 2 diabetes; For male and female subjects 
different combinations of genes have association with type 2 diabetes; for male 
subjects, genes ANGPTL3, MMP2, ANGPT4, TNF, FGF1 and FLT1 appear to be the 
most important genes associated with risk of type 2 diabetes; for female subjects, 
genes ANGPTL3, ANGPTL4. HIF1A, TNSF15, FLT1 and TNF appear to be the 
most important factors for determining risk of type 2 diabetes [24].  
  The explained framework for the integration of the ontology and the personalized 
modeling techniques illustrates the integration of personalized method and ontology 
database for better recommendations and advice and explains how existing 
knowledge and new knowledge can be used together for better life style, risk 
evaluation and recommendations[25,26]. As, Diabetes has global prevalence and none 
of the methods so far published have combined clinical and genetic variables together. 
The section 3 we have described how a model can be built using clinical and genetic 
variables. For personalized modeling, different methods such as WWKNN and 
TWNFI were used and compared [27, 28, 29, 30]. It has been found that TWNFI 
gives highest accuracy along with importance of each gene and variable by 
optimizing each variable and weight which can be used for better prediction and 
recommendations.  
    Our future plan is to extend the personalized risk evaluation system explained in 
this paper with more genes and more set of clinical and general variables. Still a better 
prediction system can be developed, if nutritional information and other 



environmental variables are known (e.g. exposure to sun for vitamin D) along with 
clinical and genetic variables are available.  
     We also plan to extend the chronic disease ontology with the new knowledge and 
information in terms of; New data, genes and also in terms of medical information 
such as anatomical and physiological information about the organs involved in the 
type 2 diabetes. The chronic disease ontology is evolving and vast project and can be 
carried out for years. The only limitation of evolving the chronic disease ontology is 
that the new information has to be added manually, at present there is no such tool 
which can automatically update the existing information without duplicating or 
removing the existing knowledge in ontology. 
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