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Abstract. This paper proposes an ensemble based approach for feature selec-
tion. We aim at overcoming the problem of parameter sensitivity of feature se-
lection approaches. To do this we employ ensemble method. We get the results 
per different possible threshold values automatically in our algorithm. For each 
threshold value, we get a subset of features. We give a score to each feature in 
these subsets. Finally by use of ensemble method, we select the features which 
have the highest scores. This method is not a parameter sensitive one, and also 
it has been shown that using the method based on the fuzzy entropy results in 
more reliable selected features than the previous methods'. Empirical results 
show that although the efficacy of the method is not considerably decreased in 
most of cases, the method becomes free from setting of any parameter.  
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1   Introduction 

We have to use features of a dataset to classify data points in pattern recognition and 
data mining. Some datasets have a large number of features. Processing these datasets 
is not possible or is very difficult. To solve this problem, the dimensionalities of these 
datasets should be reduced. To do this, some of the redundant or irrelevant features 
should be eliminated. By eliminating the redundant and irrelevant features, the classi-
fication performance over them will be improved. Three different approaches are 
available for feature selection mechanism [1]. The first ones are embedded approach-
es. In these algorithms, feature selection is done as a part of the data algorithm. The 
second ones are filter approaches. These algorithm selected features before the data 
mining algorithm is run. The last ones are wrapper approaches. In these algorithms 
the target data mining algorithm is used to get the best subset of features. 

A lot of methods for feature subset selection have been presented, such as similari-
ty measures [2], gainentropies [3], the relevance of features [4], the overall feature 
evaluation index (OFEI) [5], the feature quality index (FQI) [5], the mutual informa-
tion-based feature selector (MIFS) [6], classifiability measures [7], neuro-fuzzy ap-
proaches [8, 9], fuzzy entropy measures[10], etc. 

In this paper we try to improve Shie-and-Chen’s method. We try to solve the 
drawback of parameter sensitivity. To do this we use ensemble method. We get the 
results for different threshold values. For each threshold values, we get a subset of 



 

features. We give a score to each feature in these subsets. Finally by use of ensemble 
concept, we select the features which have the highest scores. This method is not a 
parameter sensitive one, and also it has been shown that using the method based on 
the fuzzy entropy results in more reliable selected features than the previous methods'.  

2   Proposed Algorithm 

Shie-and-Chen’s Algorithm which is presented in [10] is parameter sensitive. So if 
these parameters change, the result of algorithm can be changed significantly. When 
these parameters are given by the user, the quality of algorithm results will be even 
weaker. Because user selects the parameters randomly and experimentally, so it is 
possible that they are not proper values for an exemplary dataset. So the result of 
algorithm is not trustable. Also the proper values are not available for some datasets 
which are not used in this algorithm. So to find the best result we need to test the 
algorithm for a lot of possible threshold values. Then we must select the threshold 
values which cause the best results. To solve this problem we use ensemble method. 

We do not select threshold values experimentally in our algorithm. Our algorithm 
test different possible values for thresholds and then by doing some steps, it selects 
the subset of features. This algorithm has 5 steps. We employ Shie-and-Chen’s me-
thod by a little change in our algorithm. The result of their algorithm is a subset of 
features. But we get a sequence of features instead of a subset. Actually the order of 
feature appearance is important in our algorithm. First step runs Shie-and-Chen’s 
method for each pair of (Tr , Tc). The result of algorithm at this step is a table of fea-
ture sequences which are selected for each pair of threshold values. For example the 
result of our algorithm for Iris is shown in Table 1. We obtained this result for 5 dif-
ferent values for Tc and Tr. Each element in this table is a feature sequence selected by 
the algorithm of Fig. 1 with a different pair of threshold values.  

For Tr = base_tr: step_tr :1 
 For Tc = base_tc: step_tc :1 
  AllFSeq(Tr, Tc) = Shie-and-Chen’s algorithm(Tr, Tc); 

Fig. 1. Pseudo code of the first step of algorithm 

It has two loops. One of them slides over Tr and the other one slides over Tc. Two 
parameters base_tr and base_tc are the minimum values used for Tr and Tc respective-
ly. Two parameters step_tr and step_tc determine the distance between two consecu-
tive threshold values of parameters Tr and Tc respectively. FSeq is a two dimensional 
matrix whose elements are features sequences obtained by the algorithm of Fig. 2 
with each possible tested pair of threshold values. As it is inferred from Table 1, at 
the first and the last rows of each column we have some similar results for some thre-
shold values. There is a similar discussion about the first and the last columns of each 
row. The results of algorithm for the first and the last columns of each row and the 
first and the last rows of each column are not trustable to reach some proper threshold 
values. Since these results have strongly negative effect on the final evaluation, at the 
second step we have to remove these repetitions. This step has two parts. The first 



 

part removes the repetitions of columns and the second part removes the repetitions of 
rows. First part keeps only the results at the beginning and ending of each column to 
reach a dissimilar result at the beginning and ending of each column. And the second 
part keeps only the results at the beginning and ending of a row to reach a dissimilar 
result at the beginning or ending of each row. In other words, we use only one of the 
same results at the beginning and ending parts of each row and each column in final 
evaluation. The following pseudo code is the first part of second step of the algo-
rithm. 

New_AllFSeq = AllFSeq 
For Tr = base_tr: step_tr :1 
 q = base_ tc 
 While (true) 
  q = q + step_ tc 
  if is_same ( AllFSeq ( Tr , base_tc ) , AllFSeq ( Tr, q )) 
   New_AllFseq ( Tr , q ) = EmptySeq 
  else 
   break 
 q = last_ tc 
 While (true) 
  q = q - step_ tc; 
  if is_same ( AllFSeq ( Tr , last_tc ) , AllFSeq ( Tr, q )) 
   New_AllFseq ( Tr , q ) = EmptySeq 
  else 
   break 

Fig. 2. Pseudo code of the first part of the second step of the algorithm 

Table 1.  Feature subsets selected for some pairs of threshold values over Iris dataset.  

Tc,   Tr 0.01 0.21 0.41 0.61 0.81 
0.01 4, 3  3, 4 3, 4 3, 4 3, 4 
0.21 4, 3  4, 3 3, 4 3, 4 3, 4 
0.41 3, 4 4, 3 3, 4 3, 4 3, 4 
0.61 4, 1 4, 2 3, 1 3, 1 3, 1 
0.81 3, 1 4, 3, 1 3, 4 3, 4 3, 4 

Equation 1 is a function that checks the similarity of its inputs. It has two input pa-
rameters which can be two sequences of features. If they are similar, the output will 
be 1 and if they are not similar the output is 0. 
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It checks the similarity between the first sequence of a column and the consecutive 
sequences of that column. By reaching the first dissimilar sequence at the beginning 
or ending of a column, this part of algorithm is done for each column. Output for Iris 
example of doing the first part of the second step of the algorithm is available in Ta-
ble 2 by horizontal shading (+ sings). The second part of the second step of the algo-
rithm is like Fig. 2. It is like the first part of the second step. It checks the similarity 



 

between the first sequence of a row and the other sequences in that column. By reach-
ing the first dissimilar sequence at the beginning or ending of a row, this part of algo-
rithm is done for each row. Result of doing the second part of the second step of the 
algorithm over the Iris dataset which is obtained from the first step is shown in Table 
2 by vertical shading (* sings). 

Table 2.  Delete repetitions in columns of Table 1 then delete repetitions in rows of Table 1.  

Tc,   Tr 0.01 0.21 0.41 0.61 0.81 
0.01 4, 3  * * * 3, 4 
0.21 + +* +* +* + 
0.41 3, 4 4, 3 +* +* + 
0.61 4, 1 4, 2 * * 3, 1 
0.81 3, 1 4, 3, 1 * * 3, 4 

Third step uses majority voting to reach the best subset of features. We have to 
give a score to each feature. There is a subset of selected features for each pair of Tr 
and Tc. We change this subset to a sequence of features by their ranks of appearing at 
the first step. In other words each feature that appears sooner has more effect on out-
put, so it is given a higher score. Then we sum all given scores to features for each 
pair of threshold values. We define the score of each feature as equation 2. 

After obtaining Table 2 for each dataset, we give a score to each of its features ac-
cording to equation 2. In the equation 2, we give the higher weight to the first feature 
which appears sooner, and we give the lower weight to the last feature which appears 
at the end of the sequence. For example if there are 10 features, the weight of the first 
feature is considered 10, and the weight of the last feature is considered 1. 
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where MaxSF is obtained by equation 3. 
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Finally we sum all the weighted scores obtained by the algorithm for different pairs 
of threshold values. For example, in the Iris example the MaxFS is 3. In the example 
we get these results: Score (3) = 21, Score (4) = 21, Score (1) = 7 and Score (2) = 2. 

Table 3.  Comparison between feature subsets selected by our and Shie-and-Chen’s methods.  

Feature subsets selected by two methods Data sets 
Our method Shie-and-Chen’s method 

{4,3} {4,3} Iris 
{6, 2, 3, 1, 9, 5} {6, 2, 1, 8, 5, 3} Breast cancer data set 
{2, 4, 6, 3} {2, 6, 8, 7} Pima 
{2, 4, 1} {4, 6, 3} MPG data set 
{13, 1, 12, 3, 9} {13, 3, 12, 11, 1, 10, 2, 5, 6} Cleve data set 
{9} {9} Crx data set 
{5, 1, 2} {5, 1, 2} Monk-1 data set 
{5} {5} Monk-2 data set 
{2,5,1} {5, 2, 4} Monk-3 data set 

Then we sort all features by their scores. After that we select the features with 
maximum scores. We select the same number of features as the Shie-and-Chen’s 
method. In Iris example the subset of {3, 4} features is selected as final selected sub-



 

set, because these features have the highest scores, and Shie-and-Chen’s method se-
lected two features for this example. 

3   Experimental Results 

We have implemented our feature selection algorithm in Matlab. We use Weka soft-
ware to evaluate the mapped datasets into the selected features obtained by our fea-
ture selection algorithms. We compare the feature subsets selected by our method 
with those selected by Shie-and-Chen’s method in Table 3 for all of datasets which 
are used to compare in [10]. Also Table 4 shows that the obtained accuracies of dif-
ferent classifiers on the selected features obtained by proposed method are better than 
the obtained accuracies of the same classifiers on the selected features obtained by 
Shie-and-Chen’s algorithms the most datasets. 

Table 4. Comparing classification accuracy rates of our and Shie-and-Chen’s methods  

Average classification accuracy rates of different me-
thods 

 
Classifiers 

 
Data sets 

Shie-and-Chen’s me-
thod 

Our method 

77.22 ± 4.52% 76.30 ±4.84% LMT   
Pima diabetes 

data set 
77.47 ± 4.93% 76.30 ±4.84% Naive Bayes 
77.08 ± 5.06% 75.65 ±5.61% SMO 
74.88 ± 5.89% 94.62 ±2.12% C4.5 
82.87 ± 6.23% 82.42 ± 5.34% LMT   

Cleve data set 84.48 ± 3.93% 80.41 ± 3.95% Naive Bayes 
83.51 ± 6.09% 80.00 ± 5.99% SMO 
76.90 ± 8.40% 76.90 ± 8.40% C4.5 
100.00 ± 0.00% 100.00 ± 0.00% LMT   

Correlated data 
set 

86.03 ± 3.75% 86.03 ± 3.75% Naive Bayes 
89.87 ± 6.88% 89.87 ± 6.88% SMO 
94.62 ± 4.54% 94.62 ± 4.54% C4.5 
100.00 ± 0.00% 100.00 ± 0.00% LMT   

M of N-3-7-10 
data set 

89.33 ± 1.56% 89.33 ± 1.56% Naive Bayes 
100.00 ± 0.00% 100.00 ± 0.00% SMO 
100.00 ± 0.00% 100.00 ± 0.00% C4.5 
85.22 ± 4.04% 86.53 ±3.87% LMT   

Crx data set 85.51 ± 4.25% 86.53 ±3.87% Naive Bayes 
85.80 ± 3.71% 86.53 ±3.87% SMO 
85.51 ± 4.25% 85.36 ± 4.12% C4.5 
100.00 ± 0.00% 100 ± 0.00% LMT   

Monk-1 data 
set 

74.97 ± 1.95% 72.22 ± 6.33% Naive Bayes 
75.02 ± 5.66% 72.22 ± 6.33% SMO 
100.00 ± 0.00% 100.00 ± 0.00% C4.5 
67.36 ± 1.17% 67.14 ± 0.61% LMT   

Monk-2 data 
set 

67.14 ± 0.61% 67.14 ± 0.61% Naive Bayes 
67.14 ± 0.61% 67.14 ± 0.61% SMO 



 

67.14 ± 0.61% 67.14± 0.61 % C4.5 
99.77 ± 0.10% 97.22 ± 0.47% LMT   

Monk-3 data 
set 

97.21 ± 2.71% 97.21 ± 2.71% Naive Bayes 
100.00 ± 0.00% 97.22 ± 0.47% SMO 
100.00 ± 0.00% 100.00 ± 0.00% C4.5 

4   Conclusion 

This paper improves one of the existing feature selection algorithms, Shie-and-Chen’s 
method. This feature selection algorithm uses fuzzy entropy concept. The problem of 
Shie-and-Chen’s method is that it is a parameter sensitive algorithm. User should 
select threshold values in that algorithm experimentally. The result of algorithm for 
some threshold values is very weak and it is not trustable. To solve this problem we 
use ensemble method. Our paper runs Shie-and-Chen’s algorithm for different values 
as thresholds and then gives a weight to each selected features according its rank. 
Finally by using one of the ensemble methods, majority voting, it selects the best 
features which have the highest scores. So this algorithm does not need any input 
parameter. Also the obtained accuracies of different classifiers on the selected fea-
tures obtained by proposed method are better that the obtained accuracies of the same 
classifiers on the selected features obtained by Shie-and-Chen’s algorithms.  
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