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An Ensemble Based Approach for Feature Selection

Behrouz Minaei-Bidgoli, Maryam Asadi, Hamid Parvin
School of Computer Engineering, Iran UniversitySafence and Technology
(IUST), Tehran, Iran
{ b_minaei, parvin, asadi }@iust.ac.ir

Abstract. This paper proposes an ensemble based approadsatare selec-
tion. We aim at overcoming the problem of paramsesrsitivity of feature se-
lection approaches. To do this we employ ensemiefhod. We get the results
per different possible threshold values automdsidal our algorithm. For each
threshold value, we get a subset of features. Wie giscore to each feature in
these subsets. Finally by use of ensemble methedelect the features which
have the highest scores. This method is not a mesrsensitive one, and also
it has been shown that using the method basedeofutzy entropy results in
more reliable selected features than the previoethads'. Empirical results
show that although the efficacy of the method isaumsiderably decreased in
most of cases, the method becomes free from settiagy parameter.
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1 Introduction

We have to use features of a dataset to classifyptzints in pattern recognition and
data mining. Some datasets have a large numbertfres. Processing these datasets
is not possible or is very difficult. To solve thpsoblem, the dimensionalities of these
datasets should be reduced. To do this, some ofetihendant or irrelevant features
should be eliminated. By eliminating the redundamd irrelevant features, the classi-
fication performance over them will be improved.r@d different approaches are
available for feature selection mechanism [1]. Titet ones are embedded approach-
es. In these algorithms, feature selection is dma part of the data algorithm. The
second ones are filter approaches. These algostietted features before the data
mining algorithm is run. The last ones are wrapg@proaches. In these algorithms
the target data mining algorithm is used to getist subset of features.

A lot of methods for feature subset selection Hasen presented, such as similari-
ty measures [2], gainentropies [3], the relevancéatures [4], the overall feature
evaluation index (OFEI) [5], the feature qualitgéx (FQI) [5], the mutual informa-
tion-based feature selector (MIFS) [6], classifipimeasures [7], neuro-fuzzy ap-
proaches [8, 9], fuzzy entropy measures[10], etc.

In this paper we try to improve Shie-and-Chen’s hndt We try to solve the
drawback of parameter sensitivity. To do this we aasemble method. We get the
results for different threshold values. For eaateghold values, we get a subset of



features. We give a score to each feature in thelssets. Finally by use of ensemble
concept, we select the features which have theebigbcores. This method is not a
parameter sensitive one, and also it has been shHmtrusing the method based on
the fuzzy entropy results in more reliable seleééadures than the previous methods'.

2 Proposed Algorithm

Shie-and-Chen’s Algorithm which is presented in][lE0parameter sensitive. So if
these parameters change, the result of algoritmrbeachanged significantly. When
these parameters are given by the user, the quidlidygorithm results will be even
weaker. Because user selects the parameters randoml experimentally, so it is
possible that they are not proper values for amgiary dataset. So the result of
algorithm is not trustable. Also the proper valaes not available for some datasets
which are not used in this algorithm. So to finé thest result we need to test the
algorithm for a lot of possible threshold valuetiem we must select the threshold
values which cause the best results. To solveptioislem we use ensemble method.

We do not select threshold values experimentallgunalgorithm. Our algorithm
test different possible values for thresholds drehtby doing some steps, it selects
the subset of features. This algorithm has 5 stéfesemploy Shie-and-Chen’s me-
thod by a little change in our algorithm. The résafltheir algorithm is a subset of
features. But we get a sequence of features insttadsubset. Actually the order of
feature appearance is important in our algoritfinst step runs Shie-and-Chen’s
method for each pair off(, T,). The result of algorithm at this step is a tadfidea-
ture sequences which are selected for each paiweshold values. For example the
result of our algorithm for Iris is shown in TaldleWe obtained this result for 5 dif-
ferent values foll, andT,. Each element in this table is a feature sequseleeted by
the algorithm of Fig. 1 with a different pair oféishold values.

For T,=base t step {:1
For T.=base ¢t step_t:1
AllFSeq(T, T, = Shie-and-Chen’s algorithm(TT,);

Fig. 1. Pseudo code of tHist step ofalgorithm

It has two loops. One of them slides oVeand the other one slides ovier Two
parameterbase_tandbase tare the minimum values used frandT, respective-
ly. Two parameterstep_t andstep_¢ determine the distance between two consecu-
tive threshold values of paramet@isand T, respectivelyFSeqis a two dimensional
matrix whose elements are features sequences ebttain the algorithm of Fig. 2
with each possible tested pair of threshold valdesit is inferred from Table 1, at
the first and the last rows of each column we teome similar results for some thre-
shold values. There is a similar discussion abmaifitst and the last columns of each
row. The results of algorithm for the first and thst columns of each row and the
first and the last rows of each column are nottais to reach some proper threshold
values. Since these results have strongly negatfeet on the final evaluation, at the
second step we have to remove these repetitioris. stép has two parts. The first



part removes the repetitions of columns and therskpart removes the repetitions of
rows. First part keeps only the results at ther@gg and ending of each column to
reach a dissimilar result at the beginning andrendif each column. And the second
part keeps only the results at the beginning amtingnof a row to reach a dissimilar
result at the beginning or ending of each row. threo words, we use only one of the
same results at the beginning and ending partaai eow and each column in final
evaluation. The following pseudo code is the fjpaft of second step of the algo-
rithm.

New_AlIFSeq = AllFSeq

For T,=base t step {:1

gq=base_¢
While (true)
q=q+step_d
if is_same ( AllIFSeq ( Tbase_¢) , AllIFSeq (T, 9))
New_AllFseq ( Tr, q ) = EmptySeq
else
break
gq=last_t
While (true)
q=q-step_d
if is_same (AllIFSeq (Tlast_t), AllFSeq (T, q))
New_AllFseq (T, q ) = EmptySeq
else

break

Fig. 2. Pseudo code of tHest part ofthesecond step of thagorithm

Table 1. Feature subsets selected for some pairs of thiceshlues over Iris dataset.

Tc, Tr 0.01 0.21 0.41 0.61 0.81
0.01 4,3 3,4 3,4 3,4 3,4
0.21 4,3 4,3 3,4 3,4 3,4
0.41 3,4 4,3 3,4 3,4 3,4
0.61 4,1 4,2 3,1 3,1 3,1
0.81 3,1 4,31 3,4 3,4 3,4

Equation 1 is a function that checks the similaoiyts inputs. It has two input pa-
rameters which can be two sequences of featureéseyfare similar, the output will
be 1 and if they are not similar the output is 0.

1, ifx=y 1
0, otherwise

It checks the similarity between the first sequeoica column and the consecutive
sequences of that column. By reaching the firstididar sequence at the beginning
or ending of a column, this part of algorithm isxddor each column. Output for Iris
example of doing the first part of the second stbthe algorithm is available in Ta-
ble 2 by horizontal shading (+ sings). The secoad of the second step of the algo-
rithm is like Fig. 2 It is like the first part of the second stepcliecks the similarity

is_same (a,b) = {



between the first sequence of a row and the otfgences in that column. By reach-
ing the first dissimilar sequence at the beginrongnding of a row, this part of algo-
rithm is done for each row. Result of doing theosetpart of the second step of the
algorithm over the Iris dataset which is obtaineahf the first step is shown in Table
2 by vertical shading (* sings).

Table 2. Delete repetitions in columns of Table 1 theretielepetitions in rows of Table 1.

Tc, Tr 0.01 0.21 0.41 0.61 0.81
0.01 4,3 i i i 3,4
0.21 + +* Ea £ +
0.41 3,4 4,3 fits i =
0.61 4,1 4,2 i i 3,1
0.81 3,1 4,3,1 i i 3,4

Third step uses majority voting to reach the besisst of features. We have to
give a score to each feature. There is a subsstletted features for each pairTpf
andT.. We change this subset to a sequence of featyrdgel ranks of appearing at
the first step. In other words each feature thataps sooner has more effect on out-
put, so it is given a higher score. Then we sungiakn scores to features for each
pair of threshold values. We define the score ohdaature as equation 2.

After obtaining Table 2 for each dataset, we giweare to each of its features ac-
cording to equation 2. In the equation 2, we ghe higher weight to the first feature
which appears sooner, and we give the lower weltie last feature which appears
at the end of the sequence. For example if therd @features, the weight of the first
feature is considered 10, and the weight of thieféeure is considered 1.

Score = Yp Yr, Xi15F isequal (AlIFSeq (T, T,) (i), f) * (|AllFSeq| —i+1) 2

where MaxSF is obtained by equation 3.

MaxSF = maxr, 1, ;(|AllFSeq (T, T,)(D]) 3

Finally we sum all the weighted scores obtainethieyalgorithm for different pairs
of threshold values. For example, in the Iris exEntpeMaxFSis 3. In the example
we get these results: Score (3) = 21, Score (4),-S2ore (1) = 7 and Score (2) = 2.

Table 3. Comparison between feature subsets selected ynduBhie-and-Chen’s methods.

Data sets Feature subsets selected by two methods
Shie-and-Chen’s method Our method
Iris {4,3} {4,3}
Breast cancer data set| {6, 2,1, 8, 5, 3} {6,2,3,1,9 5}
Pima {2,6,8,7} {2,4,6,3}
MPG data set {4,6, 3} {2, 4,1}
Cleve data set {13, 3,12,11,1, 10, 2,5, 6}| {13,1, 12, 3, 9}
Crx data set {9} {9}
Monk-1 data set {5, 1, 2} {5, 1, 2}
Monk-2 data set {5} {5}
Monk-3 data set {5, 2,4} {2,5,1}

Then we sort all features by their scores. Aftat tive select the features with
maximum scores. We select the same number of fesatas the Shie-and-Chen’s
method. In Iris example the subset of {3, 4} featurs selected as final selected sub-



set, because these features have the highest saateShie-and-Chen’s method se-
lected two features for this example.

3 Experimental Results

We have implemented our feature selection algoritilatlab. We use Weka soft-
ware to evaluate the mapped datasets into thetedlésatures obtained by our fea-
ture selection algorithms. We compare the featutesets selected by our method
with those selected by Shie-and-Chen’s method ioleT8 for all of datasets which
are used to compare in [10]. Also Table 4 shows tiia obtained accuracies of dif-
ferent classifiers on the selected features obdaiyeproposed method are better than
the obtained accuracies of the same classifiertherselected features obtained by
Shie-and-Chen’s algorithms the most datasets

Table 4.Comparing classification accuracy rates of our amé-8nd-Chen’s methods

Average classification accuracy rates of differenine-
Data sets Classifiers thods _
Our method Shie-and-Chen’s me-
thod
LMT 76.30 +484% 7722 + 452%
Pima diabetes | Naive Bayes | 76.30 +484% 7747 = 4.93%
data set SMO 75.65 561% 77.08 = 5.06%
C4.5 94.62 +212% 74.88 + 5.89%
LMT 82.42 +5.34% 82.87 = 6.23%
Cleve data set | Naive Bayes | 80.41 + 3.95% 84.48 + 3.93%
SMO 80.00 + 5.99% 8351 * 6.09%
C4.5 76.90 + 840% 76.90 + 8.40%
LMT 10000 = 0.00% 10000 =+ 0.00%
Correlated data | Najve Bayes | 86.03 = 3.75% 86.03 = 3.75%
set SMO 89.87 + 6.88% 89,87 * 6.88%
C4.5 94.62 + 454% 94,62 + 454%
LMT 10000 =+ 0.00% 10000 =+ 0.00%
M of N-3-7-10 [ Naive Bayes | 89.33 + 1.56% 89.33 + 1.56%
data set SMO 10000 + 0.00% 10000 + 0.00%
C4.5 100.00 + 0.00% 100.00 * 0.00%
LMT 86.53 +3.87% 85.22 + 4.04%
Crx data set Naive Bayes | 86.53 +3.87% 85.51 £ 4.25%
SMO 86.53 +3.87% 85.80 +3.71%
C4.5 85.36 + 4.12% 85.51 + 4.25%
LMT 100 + 0.00% 100.00 * 0.00%
Monk-1 data Naive Bayes | 72.22 + 6.33% 74.97 £1.95%
set SMO 72.22 + 6.33% 75.02 + 5.66%
C4.5 100.00 * 0.00% 100.00 * 0.00%
LMT 67.14 +0.61% 67.36+1.17%
Monk-2 data | Naive Bayes | 67.14 + 0.61% 67.14 £ 0.61%
set SMO 67.14 £ 0.61% 67.14 + 0.61%




C4.5 67.14+ 0.61 % 67.14 + 0.61%

LMT 97.22 +0.47% 99,77 + 0.10%

Monk-3 data | Naive Bayes | 97.21 +2.71% 97.21 + 2.71%
set SMO 97.22 +0.47% 10000 =+ 0.00%
C4.5 10000 + Q00% 10000 = 0.00%

4 Conclusion

This paper improves one of the existing featurec&n algorithms, Shie-and-Chen’s
method. This feature selection algorithm uses fuertyopy concept. The problem of
Shie-and-Chen’s method is that it is a parametasitee algorithm. User should
select threshold values in that algorithm experit@én The result of algorithm for
some threshold values is very weak and it is naitéble. To solve this problem we
use ensemble method. Our paper runs Shie-and-Calgosthm for different values
as thresholds and then gives a weight to eachtsdldeatures according its rank.
Finally by using one of the ensemble methods, ntgjmoting, it selects the best
features which have the highest scores. So thisridigh does not need any input
parameter. Also the obtained accuracies of diftecdssifiers on the selected fea-
tures obtained by proposed method are betterhkadhtained accuracies of the same
classifiers on the selected features obtained lg-&id-Chen’s algorithms
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