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Abstract. Prior work has shown that the sensitivity of a tumour to a
specific drug can be predicted from a molecular signature of gene ex-
pressions. This is an important finding for improving drug efficacy and
personalizing drug use. In this paper, we present an analysis strategy
that, compared to prior work, maintains more information and leads to
improved chemosensitivity prediction. Specifically we show (a) that pre-
diction is improved when the GI50 value of a drug is estimated by all
available measurements and fitting a sigmoid curve and (b) application of
regression techniques often results in more accurate models compared to
classification techniques. In addition, we show that (c) modern variable
selection techniques, such as MMPC result in better predictive perfor-
mance than simple univariate filtering. We demonstrate the strategy on
59 tumor cell lines after treatment with 118 fully characterized drugs
obtained by the National Cancer Institute (NCI 60 screening) and bi-
ologically comment on the identified molecular signatures of the best
predicted drugs.
Keywords: chemosensitivity prediction, variable selection, feature se-
lection, regression, classification

1 Introduction

Prior work shows that the sensitivity of a tumour to a drug can be predicted
better than chance based on the gene-expressions of the tumour [1], [2]. This
finding paves the way to personalized therapy models. However, the machine
learning and statistical analysis employed in prior work processes the data in
a way that reduces the available information with potential detrimental effects
both on the models’ prediction performance as well as the identification of the
molecular signatures [1], [2], [3].

First the estimation of the response to a drug in prior work is sub-optimal
[1], [2]. The response of a tumour depends of course, on the dosage. The Na-
tional Cancer Institute has treated a panel of 60 cancer cell lines with several
thousands drugs and has created a dosage-response profile for each combination
of drug and tumour. Often, this profile is summarized with a single value such
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as the log10GI50 where GI50 is the dosage (in µM) of the drug that reduces the
natural tumour growth to 50% within 48 hours. NCI, in the majority of cases,
estimates log10GI50 by piece-wise linear interpolation which are then employed
by all prior work (e.g., [1], [4], [3]). In this paper, we show that estimating the
log10GI50 values by fitting a sigmoid to the dosage-response profile preserves
more information about the effects of the drug that lead to statistically signifi-
cantly improved predictive performance.

Second, prior work typically quantizes the log10GI50 values to create classes
of tumours: [1] and [2] categorize tumours as sensitive and resistant, while [3]
and [4] as sensitive, intermediate, and resistant. This type of quantization allows
the application of machine learning classification techniques, variable selection
methods for classification tasks, and statistical hypothesis testing techniques
for discrete outcomes. Our computational experiments demonstrate that main-
taining the exact log10GI50 values and employing regression analysis instead
of classification is often preferable as it improves chemosensitivity prediction in
approximately half of the cases.

Third, prior work often employs simple methods for identifying molecular sig-
natures such as selecting the top k genes that are mostly differentially expressed
between different classes of tumours. We show that more sophisticated methods
such as the Max Min Parents and Children (MMPC) algorithm for multi-variate
feature selection [5] select more predictive signatures for the same parameter k.
We biologically interpret these signatures for the 5 better predicted drugs.

2 Data and Problem Description

Data Description: Gene-expression profiles were obtained for the NCI-60 cell-
line panel [6] (these actually contain expressions only for 59 of the 60 cell lines)
representing nine types of cancers: 5 Breast, 6 Central Nervous System (CNS),
7 Colon, 6 Leukemia, 10 Melanoma, 8 Lung, 7 Ovarian, 2 Prostate, 7 Renal.
The expressions were measured on AffymtrixU133plus2 array containing 54,675
probesets that correspond to about 47,000 transcript variants which in turn rep-
resent more than 39,500 of the best characterized human genes. We denote with
Xi the vector of expressions for cell-line i, Xv

i the expression value for probeset
v on cell-line i, and with X = {Xi} the matrix of expressions. The raw data
have been subjected to GCRMA normalization before analysis as implemented
in the BioConductor platform [7]. The drug-response data for all 59 cell-lines
were obtained from the CellMiner database [8] for a panel of 118 drugs that are
fully characterized. Specifically, for each combination of drug and cell-line, the
data contain several pairs of 〈d, r〉, where d is the log10 drug dosage and r is the
percentage of tissue that survived at 48 hours after treatment. We denote with
Ri,j the set of such pairs for cell-line i and drug j.
Problem Definition: The analysis task we address is to predict the response
to a drug of a tissue with expression vector X. The response of cell-line i to a
drug j is often characterized with a single number that we denote with GI50i,j
and corresponds to log10GI50. GI50i,j is typically not available in the raw data,
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thus the value of GI50i,j is estimated from the data in Ri,j . Learning predictive
models for GI50i,j given a vector X is a regression task. Additionally, we are
interested in identifying minimal molecular signatures that are optimally predic-
tive of response and that could provide insight into the molecular mechanisms
of the drug.

3 Improving the estimation of GI50

The GI50i,j values in the publicly available NCI data are usually estimated as
follows : The mean response r̄(d) for each dosage d is calculated and a piece-
wise linear function is interpolated through these mean values. The estimated
GI50 value is the concentration that corresponds to r = 50% on this function,
denoted as GI50PLIi,j . According to the official NCI-60 site [9], this is the method-
ology followed for estimating the 55% of the GI50i,j values. The remaining 45%
were either approximated (manually, we presume) or chosen to be the highest
concentration tested.

We now present an estimation method that employs all available measure-
ments in Ri,j . We assume the dosage-response curve to have a sigmoid shape
where at 0 dosage (i.e., its logarithm approaches −∞) there is no reduction of the
tumour (r=100%) and at infinity the tumour size is reduced to zero (r=-100%).

The equation of a sigmoid that ranges asymptotically between α and α + β
and crosses the mid-range at γ is

r = α+
β

1 + e(d−γ)δ
(1)

where δ is a parameter controlling the slope of the function, r the response
and d the dosage (expressed by its logarithm). Considering that asymptotically
the drug has no effect at small dosages we set α = −100%; equivalently, at
high dosages the tumour is eradicated completely which corresponds to −100%
growth, and so we set β = 200. The remaining two parameters γ and δ were
estimated using least-squares numerical optimization. Specifically, we used the
function nlinfit of Matlab with initial values γ = −5 and δ = 1. This function
performs a number of steps towards the steepest descend direction for the pa-
rameters γ and δ in order to converge to a good value. In the cases where the
procedure would not converge with these initial values, we repeated it 100 times
with different initial values for the parameters γ and δ uniformly sampled within
[-15 2] (the range of all concentrations in the data). Out of these 100 repetitions
the parameter pair that led to the least mean squared error (MSE) was selected.
The estimated GI50i,j values are found by setting r=50% and solving Eq. 1.
In certain cases, fitting a sigmoid leads to extreme values. In order to detect
the outliers we applied the matlab function deletoutliers. This implements iter-
atively the Grubbs Test that tests one value at a time [10]. If outliers are found
they are trimmed to ±2 ∗ σj , where σj is the standard deviation of all currently

fitted values to drug j. We denote the final estimates as GI50Sigi,j . Figure 1(a)
shows a graphical depiction of Ri,j for the CCRF-CEM (Leukemia) cell-line and
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Fig. 1. (Left)The drug-response measurements for cell line CCRF-CEM (Leukemia) and Carmus-
tine (BCNU). The Ri,j values are shown, as well as the fitted sigmoid curve (red color) and the
respective piece-wise linear interpolation segments (green color), (Right) Histogram of differences of
leave-one-out cross validated R2 when MMPC is used as the feature selection procedure minus the
leave-one-out cross validated R2 when univariate filtering is used as the feature selection procedure.

Carmustine (BCNU) with the fitted sigmoid superimposed. The corresponding
piece-wise linear interpolation segments are also shown in the figure. We now
show that this method of estimation leads to improvements in chemosensitivity
prediction. The analysis includes the following steps:

Feature Selection: The most commonly applied feature (variable) selection
method in the field of personalized medicine is to rank the genes according to
their association with the class (equivalently the p-value) and select the top k.
We call this method univariate filtering. In our work we additionally employed
the Max Min Parents and Children algorithms (MMPC) [5] to select a minimal-
size, optimally predictive set of probe-sets. MMPC is an algorithm that seeks
to identify the neighbors of the variable-to-predict in the Bayesian Network
capturing the data distribution by taking into account multivariate associations.
It has been shown very effective in recent extensive experiments [11] against
an array of state-of-the art feature selection methods. In this work, the causal
explorer implementation of MMPC was used [12] with the default values for the
parameters.

Regression: We employed SVM Regression to construct the predictive models
[13]. In our implementation we used the Radial Basis kernel and all other pa-
rameters set to default(we have experimented with other values but they did not
lead to better results).

Estimation of Performance: We used a leave-one-out cross validation protocol
due to the small number of samples that we had (59). For each training set,
the combination of MMPC and SVM regression produced a predictive model
that was applied on the hold-out test sample. Metric of performance: The
metric to measure prediction performance is the leave-one-out cross-validated R2

(coefficient of determination), which is a conservative metric [14]. Specifically,
for a given drug j, let µ\i be the mean value of GI50 in the data excluding

cell line i (training data), ĜI50\i the predicted GI50 by the model constructed
excluding cell-line i, and GI50i the GI50 as estimated by the experiments in the
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Fig. 2. (Left) Histogram R2 for GI50Sig (GI50’s fitted by a sigmoid), GI50PLI (standard estima-
tion), and their difference, from top to bottom respectively. (Right) Histograms of cross validated
classification accuracies Aj , discretized regression accuracies Dj and the Aj −Dj differences, from
top to bottom, respectively

corresponding cell line i for drug j. We define:

R2
j ≡ 1−

∑
i(GI50i − ĜI50\i)

2∑
i(GI50i − µ\i)2

(2)

The interpretation of R2 is that it corresponds to variance explained (uncer-
tainty) by the models, or the reduction of variance by the use of the gene-
expression models.

We have computed R2
j for all 118 drugs both when the GI50 values are

estimated using piece-wise linear interpolation as well as when fitting a sigmoid
function, as described above. We denote the corresponding values as RPLIj and

RSigj . The results are shown in Figure 2(a).
The figure shows that GI50 values estimated by the sigmoid are better pre-

dicted using the protocol described above. Thus at least for the combination of
MMPC and SVM Regression GI50Sig values facilitate the induction of predic-
tive models vs. using the GI50PLI . The 95% confidence interval for the median
RSigj − RPLIj as estimated by a Wilcoxon signed-rank test is [0.025, 0.122]. Of
course, one could argue that the results may not transfer to other feature se-
lection or regression methods. The results however, corroborate our intuition
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that the sigmoid estimation better preserves information in the Ri,j measure-
ments and given no evidence to the contrary, we would suggest this method of
estimation in future analyses.

A second observation on the results is that several drugs are well predicted
by the models. More specifically, for the Pearson correlation r between two quan-
tities, Cohen gives the following interpretation guidelines: small effect size, r =
0.1 - 0.23; medium, r = 0.24 - 0.36; large, r = 0.37 or larger. Interpreting R2

as r2 and translating the values we get approximately the intervals [0.01, 0.05),
[0.05, 0.13), [0.13, 1]. Under this interpretation for 21 drugs out of the 118, the
tumour expression profiles have a large effect in predicting response; for 12 drugs
they have a medium effect, and for 19 drugs they have a small effect. On the
other hand, 65 out of 118 drugs have a negative size effect, meaning that our
prediction does not improve much compared to the prediction by the mean value.

We finally compared the prediction performance of our models using MMPC
and univariate filtering as feature selection methodology. We computed the cross-
validated R2 for both methods on all drugs using the same protocol as before.
The k parameter is set to the number of genes returned by MMPC, so that
both methods return the signatures of the same sizes. Figure 1(b) presents a
histogram of the results. The figure shows that, on average, MMPC returns
more informative signatures and thus, it should be preferred.

4 Comparison of Regression versus Classification

In all related prior work, to the best of our knowledge, classification models
have been constructed for predicting GI50 values [1, 3, 4]. Given that the latter
values are continuous, the authors have quantized them before applying any
classifiers, as described in the previous sections. We now show that quantization
is sometimes detrimental to performance and regression techniques have greater
predictive power.

In this next set of computational experiments we pre-process the GI50 values
of each drug to discretize them as described in [4]. Specifically, the class Ci,j
of a cell-line i and drug j is computed as sensitive, intermediate, or resistant if
GI50Sigi,j falls within (−∞, µj−0.5σj ], (µj−0.5σj , µj+0.5σj ], and [µj−0.5σj ,∞)
respectively, where µj is the average GI50 value over all cell lines for drug j and
σj the standard deviation.

To evaluate classification, we employed the same overall protocol described in
Section 3 with the following modifications: we used multi-class SVM classification
instead of SVM Regression [15]. SVMs have been very popular and successful
classifiers, particularly in bioinformatics [16]. We used the libsvm implementation
of SVMs with the Radial Basis kernel and all other parameters set to default.
In addition, the metric of performance for classification is accuracy, i.e., the
percentage of samples whose class is correctly predicted. We denote with Aj the
leave-one-out cross-validated accuracy of the method on drug j.

Comparing regression vs. classification is not straightforward given that re-
gression outputs a continuous prediction for GI50Sigi,j while classification outputs
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its class. To overcome this issue we discretize the output of the regression models
to the three stated classes using the same intervals as above. This allows us to
compute the cross-validated accuracy of the regression for each drug j, denoted
as Dj . In other words, Aj are computed by first discretizing the data, then using
classification, and measuring the accuracy of the output, while Dj is computed
by using regression, then discretizing the predictions, and computing accuracy.

Figure 2(b) shows the histograms of Aj , Dj , and their difference Dj − Aj .
In some cases regression accuracy scores higher than classification accuracy and
in other cases the reverse happens. For example, for drug Vincristine-sulfate
(NSC:67574) regression accuracy D is 55,9322 while classification accuracy A is
18,6441. On the other hand, for drug Guanazole (NSC:1895) A is 57,6271 while
D is 27,1186.

5 Biological Interpretation of the Molecular Signatures

The biological correlates of these findings are quite interesting. Below we will
discuss the target systems which may connect these genes with tumour resistance
and tumour response. Due to space limitation we consider only the top five drugs
with the highest R2, i.e., the drugs for which we get the larger improvement in
prediction when gene expressions are employed. These drugs and their signatures
are shown in Table 1.

Compound R2 Selected Probesets and Their Gene Symbols
Carmustine (BCNU) 0.3960 1558517 s at (not mapped), 202574 s at (CSNK1G2), 202957 at (HCLS1),

203987 at (FZD6), 207868at (CHRNA2), 220176 at (NUBPL),
224391 s at (SIAE), 227346 at (IKZF1), 227485 at (DDX26B)

Nitrogen mustard hydrochloride 0.3617 205739 x at (ZNF107), 209694 at (PTS), 221679 s at (ABHD6),
232543 x at (ARHGAP9), 232909 s at (BPTF), 235320 at (not mapped),
240458 at (not mapped), 242314 at (TNRC6C)

Chlorambucil 0.3564 209694 at (PTS), 225853 at (GNPNAT1), 232543 x at (ARHGAP9),
240458 at (not mapped), 241935 at (SHROOM1), 243678 at (not mapped),
57516 at (ZNF764)

Amsacrine 0.3503 202538 s at (CHMP2B), 203600 s at (FAM193A), 204336 s at (RGS19),
227539 at (not mapped), 229280 s at (FLJ22536), 229389 at (ATG16L2)
230424 at (C5orf13), 241935 at (SHROOM1), 244551 at (not mapped)

Dichloroallyl-lawson 0.3071 200595 s at (EIF3A), 203147 s at (TRIM14), 208260 at (AVPR1B),
217917 s at (DYNLRB1), 218130 at (not mapped), 222549 at (CLDN1),
223915 at (BCOR), 228124 at (ABHD12), 237726 at (not mapped),
243007 at (not mapped)

Table 1. The 5 best predicted drugs (highest R2) along with their gene signatures.

Carmustine (BCNU) is a mustard compound and an alkylating and cross-
linking agent, used in oncology since 1972, and still in use for tumours of the
central nervous system, Hodgkin, non-Hodgkins disease and myelomatosis [17].
FDZ6 (Frizzled homolog 6) belongs to the family of catenin molecules and in-
volved in various processes in developing and adult organisms, but is also im-
plicated in carcinogenesis through the WNT/FZD signaling pathway. IKZF1
or Ikaros zinc finger 1 alteration status accurately predicts relapses [18] and a
nine-gene signature including deletion of IKZF1 is predictive of chemotherapy
response in pediatric acute lymphoblastic leukemia [19].
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Chlorambucil and Nitrogen mustard hydrochloride compounds are derived
from mustard gas and are used in chemical warfare since the first world war.
They are both alkylating agents, that interfere with DNA replication and tran-
scription of RNA, and ultimately result in the disruption of nucleic acid func-
tion. These compounds are very toxic as well as mutagenic, and thus a more
tailored use by genomic signatures would be very important. The indications for
Chlorambucil are chronic lymphocytic leukemia, Hodgkin’s disease, and other
lymphomas. Nitrogen mustard hydrochloride or chlorethamine is active on small
cell, non-small cell and prostate cancer cell lines (NCI cell line database), and is
indicated for the palliative treatment of Hodgkin’s disease (Stages III and IV),
other hematological malignancies as well as bronchogenic carcinoma. These two
drugs share three genes of interest in their signatures: ARGHAP9 and zinc fin-
ger proteins (ZNF107 and ZNF764 respectively) and PTS. ARGHAP9 contains
the RhoGAP domain and is a GTPase activator protein. It is responsible for
the transduction of signals from plasma-membrane receptors and for the control
of cell adhesion, motility and shape by actin cytoskeleton formation [20]. Zinc
finger proteins are involved in DNA recognition, RNA packaging, transcriptional
activation, regulation of apoptosis, protein folding and assembly, and lipid bind-
ing [21]. PTS, encoding 6-pyruvoyltetrahydropterin synthase is crucial in folate
metabolism and neutransmitter synthesis [22]. This has not been associated to
cancer previously.

Amsacrine is an aminoacridine derivative and a potent intercalating anti-
neoplastic agent. It is effective in the treatment of acute leukemias and malig-
nant lymphomas, but has poor activity in the treatment of solid tumors. It is
frequently used in combination with other antineoplastic agents in chemother-
apy protocols. The gene CHMP2B is involved in protein sorting and transport
from the endosome to the vacuole/lysosome in eukaryotic cells. It affects the
MVB sorting pathway, which plays a critical role in the decision between re-
cycling and degradation of membrane proteins [23]. Individuals with mutations
of this gene develop neurodegenerative disease, probably due to dysfunctional
autophagy [24]. RGS19 belongs to the RGS (Regulator of G Protein Signalling)
multi-functional, GTPase-accelerating proteins. Recently it was discovered that
RGS19 overexpression can enhance cell proliferation [25]. Single nucleotide poly-
morphism in FLJ22536 was associated to clinically aggressive neuroblastoma, a
childhood malignancy [26]. Interestingly, hypermethylation of the autophagy re-
lated gene ATG16L2 was associated with poorer prognosis in terms of molecular
response to Imatinib treatment in acute lymphoblastic leukemia, which is also
the target disease of amsacrine [27]. C5orf13 or P311 is involved in invasion and
migration of glioblastoma cells [28].

Dichloroallyl lawson is not an anti-cancer drug yet, and is largely inactive in
most cell lines screened. Interestingly, the eIF3a mRNA is found elevated in a
number of cancer type and it shown that suppression of eIF3a expression can
reverse the malignant phenotype and change the sensitivity of cells to cell cycle
modulators [29].
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In summary, four of the five signatures predict activity in drugs with a sim-
ilar mechanism of action, that is DNA damage through alkylation, and mainly
active in hematological diseases as lymphomas and central nervous system tu-
mours. Something also worth noticing is that three of our top drugs are nitrogen
mustards. The signatures include several genes that are not directly related to
the classical DNA damage and repair systems and may infer novel associations
and actions of these genes.

6 Conclusion

Predicting chemosensitivity of tumours from gene expressions is important for
selecting treatment, understanding the molecular mechanisms of drug response,
and selecting molecular signatures. In this paper, we show that predictive per-
formance can be improved by employing a new method for estimating the GI50
(indication of response to drug), regression algorithms instead of classification,
and state-of-the-art, multivariate feature selection. The signatures identified here
have several links to cancer progression and resistance to chemotherapy, but the
direct relations between the genes and the respective drugs are missing. Knowl-
edge on these relations are still expanding and the methods used to identify
those signatures may be important tool for novel biological hypotheses.
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