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Algorithms for k-meet-semidistributive lattices

Laurent Beaudou * Arnaud Mary! Lhouari Nourine *

October 12, 2015

Abstract

In this paper we consider k-meet-semidistributive lattices and we
are interested in the computation of the set-colored poset associated
to an implicational base. The parameter k is of interest since for
any finite lattice £ there exists an integer k£ for which £ is k-meet-
semidistributive. When k& = 1 they are known as meet-semidistributive
lattices.

We first give a polynomial time algorithm to compute an impli-
cational base of a k-meet-semidistributive lattice from its associated
colored poset. In other words, for a fixed k, finding a minimal implica-
tional base of a k-meet-semidistributive lattice L from a context (FCA
literature) of L can be done not just in output-polynomial time (which
is open in the general case) but in polynomial time in the size of the
input. This result generalizes that in [26]. Second, we derive an algo-
rithm to compute a set-colored poset from an implicational base which
is based on the enumeration of minimal transversals of an hypergraph
and turns out to be in polynomial time for k-meet-semidistributive
lattices [20, 13]. Finally, we show that checking whether a given impli-
cational base describes a k-meet-semidistributive lattice can be done
in polynomial time.

Keywords: k-meet-semidistributive lattice, colored poset, implicational
base.

1 Introduction

Finite lattices representations (or duality) have been studied in many types of
frameworks: posets for distributive lattices |9], binary relations (or contexts)
and set-colored posets for general lattices [29, 30, 6, 19, 24|, implicational
bases (or Horn expressions), closure systems [12|. Computing a representa-
tion from a given one has been investigated in several areas of mathematics
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and computer science such as Logic, Lattice theory, Database, Graphs and
Hypergraphs.

Research around implicational bases has lead to several notions for “good”
bases. We distinguish the Duquenne-Guiges implicational base which is min-
imum [15], the canonical direct base [8, 38| which corresponds to minimal
generators. There is a refinement of the canonical direct base that is generally
smaller and, when ordered, remains direct [3]. Other notions of implicational
bases have been recently considered in [1, 2, 35].

Computing an implicational base from a binary relation (or a context
in FCA terminology) is a central problem for applications like data min-
ing |21, 33|, FCA [14], artificial intelligence |16, 17|, game theory |22, 34|,
databases [4, 11, 10|, integer linear programming [11, 10]. In |2, 35], the enu-
meration of minimal transversals of an hypergraph is used to compute an
implicational base without considering the k-meet-semidistributivity. The
reader is referred to [37] for a nice survey on this topic and, particularly, the
use of minimal transversals of an hypergraph. Concerning the complexity,
Babin and Kuznetsov [5] have shown that deciding whether an implication
belongs to a minimum implicational base is a coNP-complete problem. The
existence of an output-polynomial time algorithm for the computation of a
minimum implicational base remains an open question [5]. Still, for hyper-
graphs, the problem of enumerating all minimal transversals in hypergraphs
is a well known special case, which has been shown to be quasi-polynomial
in the size of the input and output [18]. Only few cases with polynomial
time algorithms have been considered in the literature: distributive, meet-
distributive and meet-semidistributive lattices [25, 26|, modular lattices [39].

Computing the binary relation corresponding to an implicational base
has been less considered in the literature. In the eighties, Beeri et al. [7],
and Mannila and Raih4 [28| considered the Armstrong relation correspond-
ing to a set of functional dependencies on a set of attributes. Kavvadias et al.
[27] have shown that the problem of computing the maximal models corre-
sponding to maximal meet-irreducible cannot be solved in output-polynomial
time for arbitrary implication bases or Horn expressions, unless P=NP. Still,
for the general case, the computation of all meet-irreducible elements (not
necessarily maximal) from an implicational base remains an open problem.
The number of meet-irreducible elements can be exponential in the number
of maximal meet-irreducible.

In this paper we consider k-meet-semidistributive lattices [20, 13] and we
are interested in the computation of the set-colored poset associated to an
implicational base. The parameter k is of interest since for any finite lattice
L there exists an integer k where £ is k-meet-semidistributive. For k =1
they are known as meet-semidistributive.

We first give a polynomial time algorithm to compute an implicational
base of a k-meet-semidistributive lattice from its associated colored poset
and therefore its binary representation. This result generalizes a former



result from Janssen and Nourine [26]. In other words, for a fixed k, finding
a minimal implicational base of a k-meet-semidistributive lattice L from a
set-colored poset (or a context in FCA literature) of L can be done not
just in output-polynomial time (which is open in the general case) but in
polynomial time in the size of the input. Then we give an algorithm based
on the enumeration of minimal transversals of a hypergraph to find all meet-
irreducible elements from an implicational base which turns out to be in
polynomial time for k-meet-semidistributive lattices. Then, this algorithm
allows us to construct the set-colored poset associated to the implicational
base. Finally, we provide a polynomial time algorithm to decide whether a
given implicational base describes a k-meet-semidistributive.

2 Preliminaries

For classic vocabulary around lattices, the reader may refer to [12, 19]. Nev-
ertheless, we provide here some notations that we use in this paper.

Given a lattice £L = (E, A, V, <), the set of its join-irreducible elements
is J(L£). Similarly, M (L) denotes the set of its meet-irreducible elements.
Moreover, if x is an element of F, the set J(x) is the set of all join-irreducible
elements that are smaller than or equal to x. The set | x is the set of all
elements (not necessarily join-irreducible) that are smaller than or equal to
x (this is the ideal of ). When X is a set of elements of E, we refer to
J(X) for U, cx J(x) and | X for |,y J=. The notations M(x), M(X), Tz
and 1X refer to meet-irreducible elements and filters. For a join-irreducible
element j in J(L), its unique predecessor is denoted by j. (one can notice
that j. is not a join-irreducible element in general). Dually m* denotes the
unique successor of a meet-irreducible element m.

Colored posets have been introduced by Habib and Nourine (24, 32, 23,
31| to capture structural properties of lattices. We will use the arrow rela-
tions introduced by Wille [40]. Given a lattice £, a join-irreducible element j
and a meet-irreducible element m, we say that j has color m if j is a minimal
element in L restricted to E\ {m. We shall note j ,~ m when it happens.
If m is a maximal element in £ restricted to E\ 14, we note j ,* m. When-
ever j o~ m and j ' m, we say that m is a principal color of j and note
j v m. The set of colors of an element j is denoted by ~(j). For any set X
of join-irreducible elements, 7(X) is defined as (J;c x 7(J)-

The colored poset P(L) = (J(L),<,~v, M (L)) associated to a lattice L is
the poset restricted to its join-irreducible elements together with the sets of
colors v(j) for each join-irreducible element j. A subset C' of M (L) is said
to be an ideal color set if there exists an ideal I of P such that v(I) = C.
The set of all ideal color sets of P(L), denoted by C(L) is a coclosure system
isomorphic to £ [24]. Consider the application g : C(£) — 275 which
associates to each C'in C(£) the maximal ideal g(C) = {j € J(L) | v(J(j)) C



C'}, and denote by ZM(L) = {¢(C) | C € C(£)}. Then L is isomorphic to
C(L) (or ZM(L)) when ordered under set containment.

An implicational base ¥ on a set .J is a set of pairs (A, B) in 27 x 27,
denoted, by A — B. The %-closure of a subset X of J is the minimal set X>
containing X such that for any rule A — Bin %, if A is included in X*, then
B is also included in X*. The set of all ¥-closed sets is denoted by C(X),
which is a closure system. Clearly there are several implication bases with the
property that C(X) is isomorphic ZM (L) when ordered under set inclusion.
A set X, is said to be an implicational base of L if C(3Xp) = ZM(L).

Using the isomorphism between £ and the closure systems C(X,) and
IM(L), we will identify an element x in E with the set J(x).

Definition 1. [20] A lattice £ is said to be k-meet-semidistributive if each
join-irreducible element has at most k principal colors. Furthermore, when
k equals 1, we simply say that L is meet-semidistributive.

Note also that any lattice £ is k-meet-semidistributive for some k smaller
than or equal to the number of meet-irreducible elements of £, meaning that
k <|M(L)|. In the rest of this paper we consider the following problems:

BASE
Input: the colored poset P(L) for some k-meet-semidistributive lattice L.
Owulputl: an implicational base X, of L.

COLOR POSET

Input: an implicational base X, for some k-meet-semidistributive lattice L.
Output: the colored poset P(L).

k-MEET-SEMIDISTRIBUTIVE RECOGNITION
Input: an implicational base ¥ for some lattice £, and k an integer.
Qutput: YES, if L is k-meet-semidistributive, NO otherwise.

3 Computing an implicational base from a colored
poset representing a k-meet-semidistributive lat-
tice

We first derive an algorithm that computes an implicational base from a

colored poset (or a context) representing a lattice. It generalizes the result

given by Janssen and Nourine in [26] for 1-meet-semidistributive lattices.

Given a lattice £, a join-irreducible element j and a set of join-irreducible
elements A, we define the set P; 4 as follows:

Pja={z € J(L)|x < jor there exists j/ in A such that z < j'}.



Lemma 2. Let L be a lattice, j a join-irreducible element and A a set of
join-irreducible elements. If the principal colors of j are contained in v(A),
then \/ Pj o > j.

Proof. For a contradiction, suppose first that \/ P; 4 < j. In this case, every
element j' of A satisfies ' < j,. If m is any color of j then j' < j, < m, and
so m cannot be a color of 7.

Now suppose that \/ Pj 4 and j are incomparable. Let m be a maximal
element in 1\/ P;j 4\ 1j. Then m is meet-irreducible and j , m. From
m > \/ Pj a > jx follows j , m, hence m is a principal color of j. Because
m is larger than every element of A (in view of m > \/ P; 1), it follows that
m is not in y(A).

O

In our approach of k-meet-semidistributive lattices, it will be useful to
define the following implicational systems. For any lattice £ and any integer
k, let

(L) ={j — 4" j covers j' in J(L)},
S5(L) ={Pja—j:je€J(L),ACI(L),|A <k, and\/ P4 > j} and
SH(L) = Ti(L) USE(L).

Theorem 3. For any integer k and any k-meet-semidistributive lattice L,
the set of implications ¥F(L) is an implicational base for C(L).

Proof. Let X be an element in C(L£). There exists z in E such that X = J(x).
The set X is closed under ¥;(L£) since it only translates the partial order
reduced to join-irreducible elements. Moreover, X is also closed under ¥5(£)
since these implications have been defined such that they comply with lattice
L.

Let X be a set of join-irreducible elements closed under ¥¥(£). For
a contradiction, suppose it is not in C(L) and denote by X’ the smallest
element of C(£) containing X (X’ = J(\/ X)). Let j be a minimal element
of X'\ X. Let m be a principal color of j. Since j is in X', X’ cannot
be below m. Then, X cannot be included in J(m) otherwise its closure X’
would be below m. Let j,, be a minimal element in X \ J(m). Then m is in
¥(4m). Therefore, every principal color of j is a color of some element of X.
Call A the set {j,, : m is a principal color of j}. Then P; 4 is included in X
and has size smaller than k since L is k-meet-semidistributive. By Lemma 2,
\/ P; 4 > j. This contradicts the fact that X is closed under ¥5(L). O

Janssen and Nourine [26] have proved this same result in the case of
meet-semidistributive lattices, by restricting to sets A of size 1. Their result
can be reformulated as follows.



Theorem 4. [26, Theorem 1] Let L be a meet-semidistributive lattice. Then
the set of implications XL(L) is an implicational base for C(L).

In order to compute this base, we only check whether P; 4 > j. This can
easily be put in terms of colored posets. We just check that vy(j) C v(Pj ).
When restricted to k-meet-semidistributive lattices, all theses operations
can be carried out in polynomial time with respect to the number of join-
irreducible elements. Moreover, we can use the algorithm in [36] to obtain a
minimum one.

Corollary 5. Given a colored poset of a k-meet-semidistributive lattice.
Computing a minimum implicational base can be done in polynomial time
in the sum of k and the size of the colored poset.

Remark 6. It is worth noticing that Theorem 3 can be applied to general
lattices. Indeed, given a colored poset of a lattice £, we can compute in
polynomial time the smallest k for which £ is k-meet-semidistributive. A
natural question is whether known algorithms for lattices (e.g. Nextclosure)
can be parametrized by k.

4 Computing the colored poset for k-meet-semidistributive
lattices

Let ¥ be an implicational base on J(L£) for some lattice £. We propose an
algorithm based on the enumeration of minimal transversals of hypergraphs
to compute the set of meet-irreducible elements of C(X).

This algorithm is not polynomial for general lattices with k& unbounded,
but when restricted to k-meet-semidistributive lattices with a bounded &, it
is polynomial.

For this section, we will often use the identification of an element z and
the set J(z) already explained in section 2. To this end, a meet-irreducible
element m of £ can be seen as the set M in C(X), where M is made of all
join-irreducible elements that are below m.

Let P(X) = (J(£),<,v,N) be the colored poset associated to . The
order (J(L£), <) can be computed as follows: j < j’ if and only if ¥ satisfies
the rule 7/ — j. To compute the coloring 7, we first compute the set of meet-
irreducible elements. FKach meet-irreducible element can be seen as a set of
join-irreducible elements. Let M(X) denote these meet-irreducible elements.
For any join-irreducible element j, we define the set M;(X) as the maximal
sets in M(X) which include J(j) \ {7} and do not contain j.

Lemma 7. Let L be a lattice and (j,m) an element of J(L) x M(L). Then
J v m if and only if J(m) is in M;(X) .

Given a subset A of J(L£), the procedure FindMeet(j, A) computes a
meet-irreducible element M in M;(X) containing A.



Algorithm 1: FindMeet(j, A)
Input: ¥ an implicational base of a lattice £
4, join-irreducible element of £
A, subset of J(L)
Output: M, element of M(X) such that M N J(j.) = J(«) \ {j}
and AC M
(), if no such element exists

begin

if j € A” then

| Return(0);

Let X = AU J(j«);

for i/ € J(£)\ (XU 1)) do
if j ¢ (X U{j'})* then

L | X=XU{jk

Return(X);
end

Lemma 8. FindMeet(j, A) returns an element of M;(X) that contains A
if such an element exists and () otherwise.

Proof. Notice first that there exists C' in £ such that A C C and j ¢ C if
and only if j is not in A* and then FindMeet(j, A) returns § if and only
if C(j,A):={C e L]|ACCandj¢C}=0. Assume now that C(j, A)
is not empty, then clearly FindMeet(j, A) returns a maximal element M
of C(j,A) that contains J(j.). So let us show that max{C € C(j, A4) :
J(j«) € C} = M;(X) where max denotes the maximal sets with respect to
set containment. Clearly M;(X) C max{C € C(j,A4) : J(j«) € C}. Let
M be an element of max{C € C(j,A) : J(j«) C C}, then M is maximal in
L\ 1j. Thus M is in M(X) since otherwise £ would not be a lattice. Thus,
max{C € C(j,A): J(j«) CC} =max{C € C(j,A) | J(j«) CC}NM(X) =
M;(2). O

We use the idea of minimal transversal of an hypergraph to enumerate all
elements M in M;(X). Assume that we have already enumerated My, ..., M;
elements of M (3) and denote by 7-[; the hypergraph with vertices J(£)\ 1j
and edges the sets {J(L£)\ Mq,...,J(L)\ M;} C M;(X). The following the-
orem shows that there exists a new M in M;(¥) and a minimal transversal
A of 7—[;- such that A C M.

Lemma 9. Let {M;,...,M;} be a subset of M;(X). Then for all M in
M;(E)\ {M, ..., M;} there exists a minimal transversal A of 7—[; such that
A C M. Moreover FindMeet(j, A) returns an element of M;(X)\{ M, ..., M;}.



Proof. Consider the hypergraph H’, = (J(L)\ 15, {J(£)\ My, ..., J(£)\ M;})
and let M be an element of M;(X) \ {Mi,...,M;}. Since for every k in
{1,2,...,i} M is not a subset of My, there must exist  in M such that x
is not in My, and thus x is in J(£) \ M. Then M is a transversal of H;» and
there is a minimal transversal A of ’H; with A C M.

Moreover, by Lemma 8, FindMeet(j, A) computes an element M of
M (X) containing A. Since A is a transversal of ’H;-, for any kin {1,2,...,i}
A is not a subset of M. Thus for any such k M # My, i.e. M is in
M;(3E)\ {Mq, ..., M;}. O

Algorithm 2: All-Meet(X, J(L))
Input: an implicational base ¥ on J(L£) of a lattice £
Output: the set of all meet-irreducible M(X) of C(X)
begin

M(Z) = 0;

1 for j € J(£) do

Hj = (J(L\ 15, 0);

Continue = true;

2 while Continue = true do
Continue = false;
Temp = ;
3 for each minimal transversal A of H; do

M =FindMeet(j, A);
if M # () then

Temp = TempU{J(L)\ M};
L Add M to M(X);

Continue = true;

| Add the hyperedges in Temp to H;;

Return(M(X));
end

Theorem 10. Let X be an implicational base on J representing some lattice
L. Then Algorithm All-Meet(3, J(L)) returns M(X).

Proof. 1t suffices to show that the content of the for-loop 1 computes M (%)
for each j in J(L) since for all M in M(X) there exists j such that M is
in M;(X). Indeed let M be an element of M(X) and let M* be the unique
successor of M in L£. Then there exists j in M* \ M, furthermore M is
maximal in J(£)\ 17, i.e. M is in M;(X). So let j be a join-irreducible
element of £ and let us show that M;(X) is computed inside the for-loop 1.

By Lemma 8, each produced element M :=FindMeet(j, A) belongs to
M;(X). Assume now that the set {Mj, ..., M} } € M;(X) has been computed



(i.e. {J(L)\ Mi,...,J(L)\ My} is the current set of hyperedges of ;) and
assume that {M,..., M} # M;(X). Then by Lemma 9, there exists a
minimal transversal A of H; such that FindMeet(j, A) returns an element
of M;(X)\ {M, ..., Mj}. Thus the for-loop 3 will produce an element of
M;(E)\{M;, ..., My }. This shows that new elements of M ;(X) are produced
until each element has been computed. O

Lemma 11. Let 3 be an implicational base on J(L) of a k-meet-semidistributive
lattice L. Then Algorithm All-Meet(X, J(L)) computes M(X) in O(|J(L)|x
kx [J(L)|F).

Proof. The for-loop 1 makes |J(L)| iterations and for each step the for-loop
3 will be called at most |M;(X)| times which is bounded by k. The for-loop
3 itself makes as many steps as the number of minimal transversal of the
current hypergraph H;. Since H; is of size at most k, the number of its
minimal transversal is bounded by |J(£)|¥. Then the total complexity of
All-Meet is O(|J(L)| x k x [J(L)|F). O

Given the set M(X) = {My,..., M,,}, we construct the colored poset
P(X) = (J(L),y,N) where N = {1,2,...,m} and ¢ is a color of j if and only
if j is minimal in J(£) \ M;.

Algorithm 3: Colored-Poset(X, J(L))
Input: an implicational base ¥ on J(L£) of a lattice £

Output: the colored poset P(X) = (J(L),~, N) representing the lat-
tice £

begin
M(2E) =All-Meet(X, J(L));
Assume M(X) = {M, ..., M, };
for j € J(£) do
L () =0;
1 for M; e M(X) do
for j € J(L) such that j is minimal in J(L£)\ M do
L L 20) =2G) U {ik

end

Theorem 12. Let ¥ be an implicational base on J(L) of a lattice L. Then
closed sets of ¥ are exactly ideal colors sets of the colored poset P(X), i.e.
C(X)=ZIM(L).

Proof. Recall that every element J (L) corresponds to a unique join-irreducible
in C(X) when ordered under inclusion.

Assume that C is an ideal color set of P(X) and I = {j € J(L) : v({j) C
C'} the corresponding ideal in P(X). Let us show that I is closed under ¥,



i.e. I is in C(X). Suppose that A — j is an implication of ¥ with A C T
and j not in /. Then there exists a color ¢ in y(j) but not in y(I). Thus for
any j' in I, ¢ is not in ~y(j’) which implies that j' is in M, and then I C M,.
This contradicts the fact that A — j is an implication of ¥ since I* C M,
and j is not in M..

Conversely, Let I C J(L) be a closed set of ¥.. Then there exists meet-
irreducible M;,, ..., M;, in M(X) such that I = M;, N...N M;,. Clearly I is
an ideal of P(X). Suppose that I is not in ZM(L). Then there exists j in
J(L)\ I such that J(j.) is a subset of I and (j) is a subset of v(I).

Let us show that for every M, in {M;,, ..., M;,} I C M, implies that j is
in M. and then conclude that j is in I = M;, N...N M;,.

Suppose that there exists M, in {M;,, ..., M;, } such that j is not in M..
Then c¢ is in () ), but since J(j.) € M., ¢ must be in y(j). Thus there
exists j/ in I such that ¢ is in (j’) which contradicts the fact that j' is in
M.. O

Algorithm Colored-Poset is interesting in the sense that when we re-
strict the input to k-meet-semidistributive lattices (for some fixed integer k),
it has a polynomial time complexity.

Theorem 13. Let X be an implicational base for some k-meet-semidistributive
lattice L. Then Algorithm Colored-Poset(%Z, J(L)) computes the colored
poset P(X) in O(|J(L)| x k x |J(L)|F).

Proof. The complexity of Colored-Poset is the complexity of All-Meet
plus O(|J(L)| x |M(X)]) which is bounded by O(|J(L)|? x k). Since by
Lemma 11 the complexity of All-Meet is bounded by O(|J(L)|? x k) we
obtain the announced result.

O]

5 Recognition of k-meet-semidistributive lattices

We are now able to recognize k-meet-semidistributive lattices using polyno-
mial time complexity.

Theorem 14. For any fized integer k, one can efficiently decide if an im-
plicational base describes a k-meet-semidistributive lattice.

Proof. We simply use Algorithm Colored-Poset with a restriction in our
call to the subroutine All-Meet. This is indeed the time-consuming rou-
tine in the main algorithm. Since we are only interested in finding k-meet-
semidistributive lattices, we know that the total number of meet-irreducible
elements cannot be more than k-|J(L)|. Therefore, as soon as Algorithm All-
Meet finds k-|J(L)|+1 meet-irreducible elements, we may break the routine
and answer that the given base does not describe a k-meet-semidistributive
lattice.

10



If it gives less meet-irreducible elements, then the whole algorithm turns
in polynomial time and we consider the colored poset that is built.

We can easily compute the principal colors {j I m | m € M (L)} for each
join-irreducible element j € J(L). If every join-irreducible element has less
than k principal colors, the base describes a k-meet-semidistributive lattice.
If not, it does not. O

Theorem 15. One can decide if an implicational base 32 on a set J describes
a meet-semidistributive lattice in time O(]J|?).

Proof. Following the scheme described above, the computation of the set-
colored poset should not take more than O(|J|?). After this step we have
at most |J| different sets forming M(X). For each join-irreducible element
Jj, we have to check that there is a single maximal element in v(j). This is
made easgily by taking the union of all its colors and checking if it is among
its colors. This certifies that j has exactly one principal color. Computing
the union of at most |J| sets of size at most |.J| takes at most O(|.J|?) steps
and checking if the computed set appears in v(j) takes the same time. In
the end the whole algorithm has a time complexity of O(|.J|?).

O

6 Open question

Clearly our strategy captures structural properties of lattices according to
the number of principal colors for a join-irreducible. This means that if the
number of principal colors of elements in a colored poset P = (J(L£), <,~v, M)
is bounded by a constant, then all considered problems are in polynomial
time. As shown by Wild [39], modular lattices are k-meet-semidistributive
lattices with k is unbounded, but computing an implicational base can be
done in polynomial time from a colored poset. So, the natural question is:
for which classes of lattices with unbounded k these problems are polynomial.
Recall that distributive, meet-distributive and meet-semidistributive have
k=1.

Geyer [20] proved that a finite k-meet-semidistributive lattice can be
characterized by a finite list a forbidden sublattices if and only if & = 1.
We are convinced that the parameter k is of interest in lattice theory and
algorithmic aspects to address these open problems. This paper answers the
question when k is constant.
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