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Abstract

We design a simple model of the growth of polymer-decomposing bacteria in a

continuous stirred tank reactor. The dilution rate is controled to optimize the output

of monomers. This model is studied in order to find the optimum at the stationary

state. However, the optimal stationary state is not robust against perturbations,

leading to washout in the bioreactor. We design a control that makes the closed

system globally stable around the optimal equilibrium. Then, a more complex

model for polymers and oligomers of any lengths is studied. It is shown that the

same technics also lead to a globally stable optimal point for the controlled system.
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Introduction

One of the most abundant macrobiomolecule at the surface of earth is the cellulose1.

Cellulose is a polycarbohydrate forming an important constituent of the cell wall of

green plants, and can thus be considered as the main part of the biomass. Cellulose

belongs to the family of polysaccharides, i.e. polymers of sugars. Its monomer is the

high-energy molecule of glucose which can be fermented into alcool-based fuel, e.g.

ethanol. Therefore, the decomposition of the cellulose found in the vast biomass waste

into glucose offers, in principle, a great potential to produce precursor molecules for

biofuel. Indeed, the conversion of the cellulose into ethanol has been recognized as a

potential source of fuel, more than a century ago2. Since then, this idea has attracted

a lot of investments, first in the context of biofuels of first generation, and next, as a

possible way to recycle biomass wastes, leading its industrial development to produce

the so-called biofuels of second generation2–4.

Other polycarbohydrates than cellulose found in biomass wastes possess also a po-

tential of reconversion into precursor molecules of biofuels. An example is given by

the pectins which, after celluloses and hemi-celluloses, can be considered as the third

main structural polysaccharide group of plant cell walls3. The primary component

of pectins is polygalaturonic acids whose decomposition can give a sugar called the

galacturonate5.

In practice, a problem met by the industry to profitably produce biofuel of second gen-

eration is to have at its disposal efficient enzymes, able to decompose the considered

polysaccharides6,7. One way to tackle this issue is to use specific bacteria that are spe-

cialized in the degradations of polysaccharides, because they produce the appropriate

degradative enzymes able to lyse the considered polymers. Then, one can envisage

to design a continuous process taking place into a bioreactor where bacteria secreting



the specific enzymes are cultivated, continuously decomposing the polymeric substrate

entering in the chemostat into monomeric sugars that are extracted from the system for

a subsequent fermentation.

In this context, examples of efficient micro-organisms with cellulolysic capabilities

have been recently pointed out8. Regarding the decomposition of pectins, efficient

bacteria are well studied since a long time in the context of phytopathogenic microbiol-

ogy9,10. In both cases, these bacteria are specialized in decomposing a given source of

carbohydrates by secreting degradative enzymes for respectively cellulolysis or pecti-

nolysis. Now, whatever the polysaccharides and the corresponding degradative en-

zymes synthesized by bacteria, their economical benefits depend on the possibility to

optimize, as far as possible, the parametric conditions of the bioreactor. The goal is

to maximise the outflow of mono-saccharides obtained from the decomposed polysac-

charides. In the case where the bacteria consume the mono-saccharides for their own

growth, one can anticipate that the sought optimization depends on two competitive

processes. One the one hand, one wishes to maximize the extraction of the monomer

which is produced thanks to the bacteria. On the other hand, the monomer is at the

same time the limiting substrate of these bacteria. Consequently, as it will be shown

below, the optimal steady state is unstable. A way to globally stabilize it is presented

below.

In this paper, we first present a minimal mathematical model for the bioconversion of

the polysaccharides into their monomers when the reactants are placed in a bioreac-

tor. The latter contains the degradative bacteria and is fed in by the substrate to be

decomposed. A continuous extraction of the bioreactor enables to keep a constant vol-

ume and to extract a medium containing the (partly) decomposed substrate, that is the

monomers. Our model is minimal because only 3 variables are considered, namely the



concentrations of bacteria, polysaccharides, and monomers. Next, an extension of the

minimal model takes into account the intermediate products of all the polymers and

oligomers of intermediate sizes between the full-length polymer and the monomers.

Both models are ruled by standard equations for describing the bacterial growth in

presence of substrate. The minimal model, generalizing the Monod model11, was also

considered by other authors12. However, we analyse it in a different perspective of op-

timization and control. The optimal equilibrium point of functioning is reached when

the outflow product of degradation is maximal. This maximal regime is a bifurcation

point and is not robust with respect to perturbations, therefore leading to washout of the

bioreactor. Considering the dilution rate D as the control, we are able to build a closed

loop feedback depending on the measurements of bacterial concentration (through e.g.

the optical density) that makes the closed system globally stable around the optimal

equilibrium point. The same procedure applies when considering the more complex

model with full-length polymers and intermediate oligomers.

From a Control point of view, the problem is rather difficult because the system is

non-linear, and the existing results concerning global stabilizability are not so numer-

ous; moreover, there are constraints of positivity on the control variable, that makes the

problem still more difficult13,14. Our control law is inspired by our works for stabiliza-

tion of bioreactors15,16.

In the next section, the 3-variable model is first presented and briefly studied. Then the

optimal equilibrium is computed (Section 3) and the closed loop law built (Section 4).

Finally, the detailed model with fragmentation of polymers and its stabilizing control

is built (Section 5 and 6). Some simulations showing the efficiency of our approach are

shown (Section 7).



The model

First, the simplified model is presented with the aim of controlling the dilution rate to

optimize the bioconversion of the polymeric substrate. The bacteria are supposed to

be cultivated in a bioreactor (continuous stirred tank reactor), also called chemostat at

lab scale. This will allow the existence of a positive equilibrium, and applications of

techniques from Control Theory17. The variables, as explained above, are the molar

concentrations of a n-polymer, (denoted sn), cleaved into monomers (denoted s1), and

ρ is the bacterial biomass.

The physical input is a flux of polymer (of molar concentration sin), and the controlled

input (action on the system) will be the dilution rate D. The dynamical equations are:

dsn
dt

= −α(sn)ρ+D(sin − sn)

ds1

dt
= nα(sn)ρ− γµ(s1)ρ−Ds1 (0.1)

dρ

dt
= (µ(s1)−D)ρ

with

α(sn) = ᾱ
sn

KM + sn
and µ(s1) = µ̄

s1

K1 + s1
.

The term α(sn)ρ represents the one-step conversion of polymer sn into n monomers

s1, catalyzed by the enzyme whose external concentration is taken proportional to

biomass ρ. In particular, parameter ᾱ determines the maximal rate of enzyme decom-

position as being ᾱρ. The cells grow on the s1 substrate (term µ(s1)ρ) with a maximal

growth rate equal to µ̄1. Parameter γ is the yield between substrate s1 and biomass

production.



Steady states of the chemostat

The steady states of the system are briefly investigated (for more details see12). There

always exists a equilibrium with sn = sin, s1 = 0 and ρ = 0 that corresponds to the

chemostat washout with no bacteria. That trivial equilibrium is locally stable. Depend-

ing on the values of parameters, other positive equilibria may exist. Figure 1 illustrates

a typical bifurcation diagram of the steady states in function of the dilution rate D.

This diagram reveals the existence of a saddle-node bifurcation where two branches of

stable and unstable equilibria merged for a limit value D = Dc. Let us remark that the

steady state value of the monomer s∗1 depends on D in a simple way (deduced from

ρ̇ = 0) :

s∗1(D) =
DK1

µ̄−D
, (0.2)

and therefore the stable and unstable branches of stationary values of s∗1 are superposed

into one. On the other hand, the two branches of equilibria of sn can computed by

solving the following quadratic equation in s∗n :

[
1− γD

nᾱ

]
s∗2n +

[
γD

nᾱ
(sin −KM )− sin +

DK1

n(µ̄−D)

]
s∗n+

γD

nᾱ
sinKM = 0 (0.3)

Finally, the corresponding steady state values of ρ∗ can be deduced from the conserva-

tion law:

ns∗n + s∗1 + γρ∗ = nsin, (0.4)

This last equation is deduced straightforwardly from system (0.1) by making nṡn +

ṡ1 + γρ̇ = 0.

At the bifurcation value Dc of the dilution rate, the discriminant of the quadratic

eq. (0.3) cancels. The corresponding equation for D is a polynomial of the 4th de-

gree, with generally no explicit solutions. However, in the case where D � µ̄, and

considering the approximation 1/(µ̄ − D) ' 1/µ̄, one gets a simplified analytical



expression of Dc as follows :

Dc =
nᾱsin
γ

sin +
(√

ᾱK1

γµ̄ −
√
KM

)2

4KMsin +
(
sin + ᾱK1

γµ̄ −KM

)2 (0.5)

Although in the next sections one will not reckon with the approximation D � µ̄, to

derive our main results about optimal productivity and about its control, eq. (0.5) is

useful to have an idea on how Dc depends on the system parameters. Moreover an

example of numerical application using eq. (0.5) with realistic parameters is illustrated

on Fig. 1. The approximated limit points of the saddle-node curves are represented by

symbols “ x”. They reveal to be good estimates of the actual limit points obtained by

numerical computations.

The model equations (0.1) were partly studied in12, with results on local and global

stability. The key point is the remark that the system may be reduced in dimension

two, because of the conservation law of the function nsn + s1 + γρ.

Optimal productivity

The productivity of the system is the outgoing flux of monomers, P = Ds1, and the

objective is to solve the problem of optimizing P at the stationary state with D as a

control.

Theorem 1. The maximal steady-state productivity is obtained for D = Dc.

Proof. At steady-states, it can be deduced from ρ̇ = 0 that the function s∗1(D) was

given by eq. (0.2). Thus, for all D such that there exists a non-trivial equilibrium (i.e.

∀D ∈ (0;Dc], the productivity rewrites:

P (D) = Ds∗1(D) =
D2K1

µ̄−D

P (D) is an increasing function on (0;Dc], so the result holds.



Remark 1. Note that for a given dilution rate, the stable and the unstable equilibria

have the same productivity.

Remark 2. The efficient functioning of the system can also be evaluated by dividing

the productivity of the system by Dnsin, which is the maximum value it would have if

all the polymeric substrate entering in the bioreactor was transformed into monomers.

This quantity is called the efficiency η. This quantity can be computed as:

η(D) =
DK1

nsin(µ̄−D)
(0.6)

Obviously, the maximal steady-state efficiency is also obtained for D = Dc.

Our results show that the optimal control D corresponds, on the bifurcation diagram

of s1 in function of D, precisely to the upper boundary point of the stable branch of

equilibria; just after this point, the stable positive equilibrium disappears and only the

washout point is stable (see Fig. (1)). Without control, any perturbation (for example

a perturbation in the input sin) may lead to washout, that is of course not admissible

from the industrial point of view. Therefore control is needed to make this positive

equilibrium robustly stable against perturbations.

Control for optimization

As usual, the dilution rate D is taken as the (positive) control variable. Assuming

measurements of the biomass ρ(t) (e.g. by optical density, which is also quite usual),

let us consider the following control law:

D(t) = δρ(t), (0.7)

where δ is a positive fixed design parameter.



0 0.05 0.1 0.15 0.2 0.25
0

0.5

1

s
n
/s

in

Polymer

0 0.05 0.1 0.15 0.2 0.25
0

0.2

0.4

 s
1
/(

n
 s

in
) 

Monomer

0 0.05 0.1 0.15 0.2 0.25

D  (h
-1

)

0

0.5

1

 
 /

(n
 s

in
) 

 Biomass

D
c

Figure 1: The bifurcation diagrams of the chemostat steady states show the existence

of a limit point. The dashed curves are unstable equilibria, whereas the plain curves

are stable equilibria. For the monomer variable, the non-zero stable and unstable equi-

libria are superposed on the same curve. The limit value Dc is computed from the

approximation (0.5) and the corresponding limit points are drawn with symbols “x”.

Parameters used in eqs (0.1) are partly taken from a study on the polygalacturonate

decomposition by Dickeya dadantii10 and are the following : ᾱ = 12 h−1, µ̄ = 17.1

h−1, γ = 7.9 M, sin = 0.003 M, KM = 6.8 10−3 M, K1 = 0.14 M, n = 2.



For δ > 0, let s∗(δ), s∗1(δ), and ρ∗(δ) the unique solutions on R+
∗ of respectively:

−α(s∗n) + δ(sin − s∗n) = 0,

2α(s∗n(δ))− γµ(s∗1)− δs∗1 = 0,

µ(s∗1(δ))− δρ∗ = 0.

Theorem 2. Control law (0.7) globally stabilizes (in the positive orthant) System (0.1)

towards the non-trivial equilibrium E∗(δ) := (s∗n(δ), s∗1(δ), ρ∗(δ)).

Proof. System (0.1) under Control law (0.7) becomes:

dsn
dt

= ρ [−α(sn) + δ(sin − sn)]

ds1

dt
= ρ [2α(sn)− γµ(s1)− δs1] (0.8)

dρ

dt
= ρ [(µ(s1)− δρ)]

Because ρ = 0 is invariant, ρ never cancels in finite time for ρ(0) > 0. Thus, from the

dynamics of sn, it is straightforward that ∀t ≥ 0:

sn(t) ≥ sn := min(s∗n(δ), sn(0)),

and so ds1
dt ≥ ρ

[
2α(sn)− γµ(s1)− δs1

]
. It can be deduced that s1 is lower bounded

by s1 := min(s†1, s1(0)), where s†1 is the unique solution on R+
∗ of 2α(sn)−γµ(s1)−

δs1 = 0. It follows that:

dρ

dt
≥ ρ

[
(µ(s1)− δρ)

]
and so ρ(t) ≥ ρ := min(

µ(s1)

δ , ρ(0)), ∀t ≥ 0. This lower bound on ρ(t) allows us to

introduce the time change τ =
∫ t

0
ρ(x)dx. System (0.8) rewrites:

dsn
dτ

= −α(sn) + δ(sin − sn)

ds1

dτ
= 2α(sn)− γµ(s1)− δs1 (0.9)

dρ

dτ
= µ(s1)− δρ



This system has a cascade structure, which means that the first equation is autonomous,

and each following equation depends on its current variable which is τ -differentiated,

and on the variables appearing in the previous equations only. Such system is also

said to be in triangular form and its global stability can be analysed as follows. The

hypotheses of the theorem on stability of hierarchical systems18 ch. 5, theorem 113 are

verified because the system is autonomous and all the elements of the Jacobian matrix

are bounded in the positive orthant, since the functions α and µ are of Michaelis-

Menten type. Next, one can easily show that sn asymptotically converges towards

s∗n(δ). Substituting sn by its equilibrium in the dynamics of s1, it is deduced that

s1 asymptotically converges towards s∗1(δ) in this limiting system. Similarly, using

s1 = s∗1(δ) in the dynamics of ρ, we obtain the global asymptotically convergence of

ρ towards ρ∗(δ), which concludes the proof.

Remark: Control law (0.7) is defined for all δ > 0. In the limits, we have:

lim
δ→0

E∗(δ) =

(
0, 0,

nsin
γ

)
and lim

δ→+∞
E∗(δ) = (sin, 0, 0).

The limit δ → 0 is meant to be taken among the steady states of system (0.8). So the

conservation law (0.4) enables to determine the limit of ρ∗(0) = nsin/γ in this case.

Now, referring the third panel of Fig.1, showing the ρ∗(D)/ρ∗(0), one sees that each

point of the steady state curve can be reached for one value of δ > 0. In particular

δ can be adjusted so that the required equilibrium E∗(δ) corresponds to the optimal

equilibrium. Thus the following theorem is also proved:

Theorem 3. In particular, it is possible to choose δ such that the closed loop system is

globally stable around the optimal steady state.

Figure 2 shows an example of numerical results obtained for an interval of δ values.

Each point of the curve of Fig. 2 is numerically computed by solving the differential



equations (0.8) until it reaches its steady state and then plotting the resulting produc-

tivity P as a function of δ. In agreement with theorems 1 and 2, one sees that one can

choose a value δopt which stabilises the chemostat on the steady state corresponding to

the limit value Dc yielding the optimal productivity.

The main advantage of our control method is to allow the chemostat working at its

optimal point while avoiding the risk of washing out, which exists in the open system

due to the bifurcation point. This property is illustrated in figure 3, where one sees

the effect of slightly fluctuating the input sin of the chemostat. When the feedback

loop is absent, and thus the dilution coefficient D is constant, a temporary negative

fluctuation of sin can irremediably decrease the biomass under a threshold such that

the bacteria decay even when the initial sin is restored (dashed blue curve in fig. 3).

On the contrary, applying the control method D = δρ enables that the biomass level

is basically maintained during this negative fluctuation of the input and it recovers the

optimal functioning when the initial input is re-established (continuous red curve in

fig. 3).

Fragmentation model

In the system (0.1) studied in the previous section the enzymatic decomposition of a

n-polymeric substrate Sn is described by a Michaelis-Menten reaction occuring in a

single step :

Sn−→nS1,

where the maximal reaction velocity is supposed to be proportional to the bacterial

density, ᾱρ.

This Michaelian kinetics is now generalized by considering a multi-step degradation



0 0.1 0.2 0.3 0.4 0.5

 (x 10
4
)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
 P

ro
d

u
c
ti
v
it
y
 P

 (
m

g
/l
/h

) 

opt

Figure 2: Productivities of the closed-loop controlled system (0.8), in function of con-

trol parameter δ. The optimal parameter δopt is the abscissa corresponding to the max-

imal productivity. System parameters used in equations are the same as for Fig. 1.

of polymers, taking into account polymeric molecules with any intermediate lengths l

comprised between 2 and n.

Various models of biopolymer degradation are reported in the litterature19–24. One of

the earliest mechanistic model of enzymatic depolymerisation19 treats the enzymatic

hydrolysis of cellulose, where several enzymes attack the polymeric chain. Below a

simplified version of this model has been re-derived, where only one enzyme is present.

In order to simplify the kinetic equations, the mechanism of end-product inhibition is

neglected, as it was found to be not essential in the modeling of decomposition of

polygalacturonate one of us performed previously10.

Let us first describe the mechanism of polymer decomposition in a batch reactor (D =

0), with no bacteria but containing a degradative enzyme whose total concentration is

given by ET . By supposing that the enzyme can bind and cut any sites of the polymer,
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(dashed blue lines) when it works at its optimal point in presence of a fluctuating input

sin of the chemostat. In absence of control (D = Dc is constant) a positive fluctuation

of sin is harmless, but a negative fluctuation can provoke washing out of the bioreactor.

On the other hand, when the control lawD = δopt ρ is applied (where δopt corresponds

to the optimal parameter giving the maximum of P in Fig. 2), any fluctuation of the in-

put sin is compensated by a variation D(t) allowing to recover the optimal functioning

point when sin retrieves its initial value.



one considers a series of enzymatic reactions for the fragmentation of polymer Sl of

length l (2 ≤ l ≤ n). For a polymer Sl (constituted of l monomers), l − 1 complexes

can be formed between the polymer and the enzyme. These considerations lead to the

following chemical equations:

Sl + E
aml



dml

Cml
kml−→ Sl−m + Sm + E, (0.10)

where Cml is the E.Sl complex with the enzyme fixed on the (m,m+ 1) dimer. Thus

for a fixed l ∈ {2, . . . , n}, the index m varies from 1 to l − 1. The kinetic parameters

aml, dml are, respectively, the association and the dissociation constants of enzyme-

substrate complex, when the enzyme binds the (m,m + 1) dimer (starting from one

either end) of a polymer of intermediate length l, and kml is the maximal fragmenta-

tion rate of the same complex.

Denoting the molecular concentrations of species E and Cml by e and cml, the conser-

vation law on the total enzyme gives:

eT = e+

n∑
l=2

l−1∑
m=1

cml. (0.11)

The sum counts the free available enzyme e and all enzyme-substrate complexes cml

which are supposed to sequestrate one enzyme molecule at a time. The dynamics of

the molecular concentration sl of polymer Sl is obtained by applying the law of mass

action to the reaction scheme (0.10) :

dsl
dt

=

n∑
j=l+1

(kjlcjl + kj−l,jcj−l,j)−
l−1∑
m=1

(−amlsle+ dmlcml) (0.12)

dcml
dt

= amlsle− dmlcml − kmlcml (0.13)

with l = 2, ...n and m = 1, . . . , l − 1. Actually, eq.(0.12) with index l = 1 describes

the accumulation of monomers as the product of these cascade of enzymatic reactions.

The usual quasi-steady assumption is considered here, stating that the dynamics of the



complexes is much faster than the one of the substrates25. This approximation leads

to replace the variables cml by their stationary values, namely cml = e sl/Kml, where

the Kml are the so-called Michaelis-Menten constants:

Klm =
dlm + klm

alm
(0.14)

Moreover, one will assume that the kinetic rates aml, dml and kml describing chemical

reactions (0.10) do not depend on m and l, i.e. aml = a, dml=d et kml = k. So,

the Michaelis-Menten constants Kml for each chemical reactions described in equa-

tion (0.10) are identical and will be denoted KM . This assumption of uniformity sim-

plifies the conservation law (0.11) which can be written:

eT = e

(
1 +

n∑
l=2

(l − 1)
sl
KM

)
.

This simplification enables to express the steady state value of cml as a function of the

substrate variables sl :

cml = eT
sl

KM +
∑n
l=2(l − 1)sl

.

By substituting this expression of cml into eq. (0.12), one obtains the system of equa-

tions governing the fragmentation dynamics of the substrates:

dsl
dt

= keT

∑n
j=l+1 2sj − (l − 1)sl

KM +
∑n
j=2(j − 1)sj

, (0.15)

where l = n − 1, . . . , 1. Let us observe that this latter expression generalizes the

standard Michaelis-Menten kinetics with only one substrate (i.e. n = l = 2) namely :

ṡ2 = −keT s2
KM+s2

.

Now let us return to the description of these enzymatic reactions when they occur in

a bioreactor containing degradative bacteria, and fed by a flow of polymeric substrate

of length n, that is Dsin. Furthermore, as previously the total enzyme concentration



is supposed to be proportional to the bacterial density and the bacteria consume the

monomer product s1 for their growth. Then the state of the bioreactor evolves accord-

ing to the following system of differential equations:

dsn
dt

= D(sin − sn)− kρ

KM +
∑n
j=2(j − 1)sj

(n− 1)sn,

dsl
dt

= −Dsl +
kρ

KM +
∑n
j=2(j − 1)sj

 n∑
j=l+1

2sj − (l − 1)sl

 , l = n− 1, . . . , 2,

ds1

dt
= −Ds1 +

kρ

KM +
∑n
j=2(j − 1)sj

 n∑
j=2

2sj

− γµ(s1)ρ (0.16)

dρ

dt
= (µ(s1)−D)ρ

This system generalizes the minimal model (0.1). Nevertheless the next Section will

show that the control method developed for the minimal model can be also applied to

the larger system detailing the polymer fragmentation.

Control in the fragmentation model

Following the same development as in the proof of Theorem 1, and noting that in

the detailed model the same relation (0.2) between s∗1 and D holds as in the minimal

model, one can expect that the maximum steady-state productivity Ds1 is obtained for

the highest dilution rate such that there exists a non-trivial equilibrium (this result is

comforted by numerical simulations, see next Section). Operating the system at this

point in open loop is risky, so the development of a control law is of particular interest.

It will be shown that the control law proposed for the reduced system can be used for

the whole model.

Theorem 4. Control law (0.7) globally stabilize System (0.16) towards the non-trivial



equilibrium E∗(δ) := (s∗n(δ), . . . , s∗1(δ), x∗(δ)), where

s∗n(δ) =
δsin(KM +R∗(δ))

δ(KM +R∗(δ)) + (n− 1)k
,

s∗l (δ) =
2k
∑n
j=i+1 s

∗
j (δ)

δ(KM +R∗(δ)) + (l − 1)k
, l = n− 1, . . . , 2, (0.17)

s∗1(δ) =
k
∑n
j=2 s

∗
j

δ(KM +R∗)
− δK1 + γµ̄

2δ
+

√√√√[ k
∑n
j=2 s

∗
j

δ(KM +R∗)
− δK1 + γµ̄

2δ

]2

+
2K1k

∑n
j=2 s

∗
j

δ(KM +R∗)
,

x∗(δ) =
µ̄s∗1

δ(K1 + s∗1)
.

with R∗(δ) =
δ(n−1)sin−k−δKM+

√
(δ(n−1)sin−k−δKM )2+4KMδ2(n−1)sin

2δ

Proof. System (0.16) under Control law (0.7) becomes:

dsn
dt

= ρ

[
δ(sin − sn) +

k

KM +
∑n
j=2(j − 1)sj

(−(n− 1)sn)

]
,

dsl
dt

= ρ

−δsl +
k

KM +
∑n
j=2(j − 1)sj

 n∑
j=i+1

2sj − (l − 1)sl

 , l = n− 1, . . . , 2,

ds1

dt
= ρ

−δs1 +
k

KM +
∑n
j=2(j − 1)sj

 n∑
j=2

2sj

− γµ(s1)

 , (0.18)

dρ

dt
= ρ [µ(s1)− δρ]

Similarly to the proof of Theorem 2, ρ(t) can be proved to be lower bounded, and then

System (0.18) can be rewritten under a cascade structure to prove the convergence to

the equilibrium point.

Let us define R =
∑n
l=1(l − 1)sl, whose dynamics under Control law (0.7) is given

by:

dR

dt
= ρ

[
δ(n− 1)sin − δR−

k

KM +R
R

]
.

It follows that R(t) is lower bounded by R := min(R(0), R∗(δ)).



Now given that µ(s1) ≤ µ̄s1/K1 and

n∑
j=2

sj ≥
n∑
j=2

j − 1

n− 1
sj =

R

n− 1
,

we get

ds1

dt
≥ ρ

[
2kR

(n− 1)(KM +R)
− s1δ − γµ(s1)

]
≥ ρ

[
2kR

(n− 1)(KM +R)
− s1(δ + γµ̄/K1)

]
.

Thus, s1(t) admits a lower bound denoted s1. This finally gives:

dρ

dt
≥ ρ

[
µ(s1)− δρ

]
which allows us to conclude that ρ(t) is lower bounded. One can introduce again the

time change τ =
∫ t

0
ρ(x)dx. Considering additionally the variable R, System (0.18)

becomes:

dR

dτ
= δ(n− 1)sin − δR−

k

KM +R
R,

dsn
dτ

= δ(sin − sn) +
k

KM +R
(−(n− 1)sn) ,

dsl
dτ

= −δsl +
k

KM +R

 n∑
j=l+1

2sj − (l − 1)sl

 , l = n− 1, . . . , 2,

ds1

dτ
= −δs1 +

k

KM +R

 n∑
j=2

2sj

− γµ(s1), (0.19)

dρ

dτ
= µ(s1)− δρ.

Given the cascade structure and considering the unique positive solution of system (0.18),

that is E∗(δ) = (s∗n(δ), . . . , s∗1(δ), x∗(δ)), the equilibrium E∗(δ) is deduced to be

globally stable.



Numerical simulations and discussion

In this section, we present numerical simulations of the system and report some proper-

ties of the polymer distribution. Let us consider the system of enzymatic decomposition

of polymers in a bioreactor, described by eqs.(0.16). Parameter values are chosen iden-

tical to the ones used to compute the steady states of the minimal model, as represented

earlier in Fig. 1.

Let us note that when comparing simulations performed with different values of maxi-

mal polymer length n, the bioreactor is assumed to be fed only by polymers of length

n, with a fixed mass concentration. This means that if σin denotes such mass concen-

tration, the corresponding molar concentration depends on n as sin = σin

nP , where P is

the molecular weight of the monomer. On the other hand, the initial state of the biore-

actor will be chosen with no polymer (sl = 0, l = 1, . . . , n) but sufficient biomass

to avoid the washout of the bioreactor. Let us take the convention to choose the initial

value of ρ equivalent to the feeding concentration : ρ(0) = nsin/γ.

Then, starting from 0, the dilution coefficient D is increased over a given range. For

each D, one numerically computes the time evolution of the bioreactor until it reaches

its steady state. Figure 4 shows the stable branches of non trivial steady states of the

biomass, for three different values of polymer length n ∈ {2, 10, 100}. As studied

above for the minimal model, each branch of steady states ends on a limit point cor-

responding to a saddle-node bifurcation for a critical value Dc depending on n. For

D > Dc only the trivial solution ρ = 0 exists. In Fig. 4, the rightmost branch corre-

sponds to n = 2. It is identical to the one drawn on the third panel of Fig. 1. A similar

behavior is obtained for the other branches, computed respectively with n = 10 and

100. Moreover the branches tend to accumulate on the same line when n is increased.

For example one checked that the steady states computed with (n = 200) would super-



pose on the same curve as n = 100. Therefore the critical value Dc(n) of the dilution

coefficient converges to an infimum D̄c when n increases.

As already noted, the knowledge of Dc is useful because it determines the productivity

and so the optimal efficiency of the bioreactor by eq. (0.6)). The existence of a lower

limit for Dc, gives a lower limit of the maximal efficiency, which holds for any size of

polymer length n :

η̄max =
D̄cK1

nsin(µ̄− D̄c)

In the general system (0.16), Dc should be computed numerically. On the other hand,

the existence of a lower limit for Dc can be analytically worked out with the approx-

imate value Dc obtained in eq. (0.5), in the case where the polymer decomposition

occurs in a single step and where D � µ. Indeed, considering sin = σin

nP in this equa-

tion, one can compute the limit of Dc(n) when n→∞. This provides an approximate

value of the optimal efficiency as follows :

η̄max ≈
χ(√

χ+ 1
)2 with χ =

ᾱK1

γµ̄KM
(0.20)

So, in this approximation one obtains a simple analytical result which can be inter-

preted as follows. One sees that the optimal efficiency of the enzymatic decomposition

of polymers varies between 0 and 1, increasing with the dimensionless parameter χ de-

fined by eq. (0.20). This lumped parameter reflects the balance between two competing

processes occurring simultaneously in the system. The first process is the outflow of

the monomer out of the bioreactor, which depends on the amount of hydrolysed poly-

mer by the bacterial enzyme. This amount relies on the activity of the degradating

enzyme, and can be quantified by the kinetic factor (ᾱ/KM ). The second process is

the metabolization of the monomeric substrate by the bacteria, which is analog to an-

other enzymatic reaction. So it can be quantified by the factor (γµ̄/K1). Therefore χ



can be interpreted as the ratio between these two kinetic factors, and it is large when the

bacterial enzymatic activity is larger than the bacterial metabolization. Another point

of view is to say that this optimal efficiency is closer to 1 when each bacteria produces

a lot of enzyme (ᾱ/γµ̄ is large), and when each enzyme molecule has a higher affinity

than the bacteria for the polymer substrate (K1/KM large). A last feature, mentioned

in the framework of the approximation of Dc by (0.5), is the computation of the limit

value of the normalized biomass. Using eq. (0.20), one can calculate :

ρ∗(Dc)

ρ∗max
=

√
χ(√

χ+ 1
)2 (0.21)

Thus, the critical biomass decreases asymptotically like χ−
1
2 . In conclusion, eqs. (0.20)-

(0.21) show that when χ becomes large the optimal functioning of the bioreactor tends

to the highest efficiency. But at the same time the stationary bacterial density becomes

quite low, and therefore a severe risk of washout appears in the uncontrolled system.

Hence the need, in this situation, to implement the feedback loop described above.

Next, let us explore the steady state distribution of polymer length asD increases. This

feature of the system can be investigated numerically. To fix the idea, we consider an

example with the maximal polymer length n = 10. Then, Fig.5 illustrates the profile

of polymer lengths when D = Dc and for 2 other lower values of D. It can be seen

that in the 3 cases, the proportion of monomers is always maximal, and furthermore it

grows by increasing D. This property motivates further the fact that the optimal point

of functioning of this system is reached for D = Dc, and therefore the necessity to im-

plement a control method since the optimal steady state is structurally unstable without

control. Thus, we consider the chemostat system regulated with the simple control

law (0.7), namely D(t) = δρ(t), so that the equations of the system become (0.18). In

order to determine the optimal δopt, the curves of steady states of ρ in function of D
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Figure 4: Bifurcation diagrams of the non-trivial stable steady states of the concentra-

tions of n-polymers, of monomers and biomass in the chemostat, for different values of

n. The symbols represent respectively (•) n = 2, (x) n = 10, (+) n = 100. Parameter

values as in Fig. 1.

are first computed, as done in Fig. 4, for example for n = 10. Then δopt = Dc/ρ(Dc)

is computed, which provides the control parameter that makes the steady states to be

stable. Let us note that one advantage of this control method is that the simulation can

start with all the polymer variables equal to 0 and an arbitrary (but non zero) value of

the initial biomass ρ(0). For example, ρ(0)/ρmax = 0.1 is considered, a value which

would rapidly lead to washout of the uncontrolled chemostat. Then, the time evolution

of the variables is represented in Fig. 6, until they reach their optimal steady states,

whose profile (in blue) is indeed equivalent to the maximal profile displayed in Fig. 5.
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Figure 5: Steady state distribution of polymers for 3 values of D ∈

{Dc/3, 2Dc/3, Dc}. The profile increases with D, with the maximal values reached

for Dc. The concentrations of monomers are maximal in all cases. Parameter values

are as in Fig. 1.

Finally, let us briefly discuss the robustness of the control law. As a matter of fact,

theorem 4 guarantees that the optimal control law, D(t) = δoptρ(t), is robust with

respect to state fluctuations, since with this feedback law there is a unique steady state

which is globally stable. Nevertheless, it is interesting to probe the sensitivity of the

obtained optimal productivity Popt, and the corresponding control coefficient δopt, with

respect to system’s parameters. Numerical results reported on Table 1 show that most

of the sensitivities are lower than 1, except for sensitivities of the optimal productivity

with respect to parameters α and γ, which are the same in absolute value, i.e. 1.14.

Therefore, we can conclude that the proposed control law is not critically sensitive to

parameter values. The numerical computation of sensitivities is reported on Table 1

for polymer length n = 10, but one checked that these values are almost the same for
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Figure 6: Time-evolution of the distribution of polymer concentrations including all

the intermediate size between the maximal polymer length n = 10 and monomers.

The system is regulated by the law D = δoptρ, such that its dynamics is described by

eqs. (0.18). Parameters are as those in Fig. 1, and the initial condition is sl = 0, l =

1, . . . , n, and ρ(0)/ρmax = 0.1.

larger n.

Conclusion

The content of this paper studies a simple model and its extension, describing the en-

zymatic decomposition of a polymeric substrate in a bioreactor. In an open loop con-

figuration, the polymer feeds, with a constant dilution rate D, a chemostat hosting

bacteria able to synthesize the degradative enzyme. The decomposed polymer is partly

consumed by the bacteria in order to maintain the biomass at a constant level in the



Parameters Sensitivities

p
∂ log Popt

∂ log p
∂ log δopt
∂ log p

k 1.14 0.60

µ -0.14 0.30

γ -1.14 - 0.30

KM -0.91 -0.60

K1 0.14 - 0.30

Table 1: The robustness of the control law is tested by numerically computing the sen-

sitivities of the optimal productivity Popt and of the control coefficient δopt, locally

around a set of reference parameter values (same as those in Fig. 5 and 6). The numeri-

cal method is as follows : the value of each system’s parameter p is increased by 0.5%;

then, the corresponding relative increases (or decreases) of Popt and δopt are computed;

finally these relative variations are divided by 0.5%.

chemostat, while the non-consumed part of monomers are extracted from the reac-

tor as the product of interest. The analysis of the model shows that the productivity

of this process augments when D is increased. On the other hand, at the same time

the biomass decreases, and reaches a positive value for a limit point D = Dc. For

D > Dc, the chemostat supports no other steady state than the trivial zero-biomass

state. Therefore, in the open loop configuration, the optimal productivity point of the

system appears to be a bifurcation point which is intrinsically not robust with respect

to fluctuations of the state or of the parameters. Thus, the main interest of our study

is to predict that by measuring continuously the optical density of the chemostat and

by considering a proportional feedback on the dilution rate, the structurally unstable



point D = Dc can be turned in a globally stable steady point. This was proved first in

a minimal 3-variables model, and then, generalized in a detailed model of enzymatic

decomposition of polymers.

This control law on D can be especially useful in situations where the enzyme synthe-

sized by the bacteria are very efficient in hydrolyzing the polymeric substrate. Indeed,

in this case one expects that only a small bacterial colony is sufficient to maximally pro-

duce the monomer, and therefore, the limit steady state value of the bacterial density

can become close to 0. This feature, which is clear intuitively, was discussed analyti-

cally in eqs. (0.20)-(0.21), using the minimal model with simplified hypothesis. Thus,

in the uncontrolled system, the bioreactor is close to the washout point toward which it

will eventually go in presence of perturbations. With the help of the designed feedback

loop, this washout is avoided and moreover the optimal productivity is maintained.

An extension of this work will be to consider the addition of a second substrate which

can be used directly by the biomass growth in order to prevent the bacteria to consume

the decomposed polymer of interest. Another refinement of the model is to relax the

simplified hypothesis that the produced enzyme is proportional to the bacterial density.

A more realistic description of the system would be to incorporate in the model the

regulatory mechanisms of the gene coding for the degradative enzyme. For instance,

this step can be developed in the case of the pectin decomposition by Dickeya dadantii

whose genetic regulation has been modelised in10.

Even though the method we propose is able to stabilize the optimal point, the imple-

mentation of our process would need to compute a priori the optimal proportionality

coefficient. Furthermore, biological parameters of the system can fluctuate in time.

Therefore another perspective of this work is to implement an adaptive control in order

to automatically track the point of optimal productivity.
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