
HAL Id: hal-01569360
https://inria.hal.science/hal-01569360

Submitted on 26 Jul 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Power Macro-Modeling Using an Iterative LS-SVM
Method

António Gusmão, Luis Miguel Silveira, José Monteiro

To cite this version:
António Gusmão, Luis Miguel Silveira, José Monteiro. Power Macro-Modeling Using an Iterative
LS-SVM Method. 17th International Conference on Very Large Scale Integration (VLSISOC), Oct
2009, Florianópolis, Brazil. pp.118-134, �10.1007/978-3-642-23120-9_7�. �hal-01569360�

https://inria.hal.science/hal-01569360
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Power Macro-Modeling using an
Iterative LS-SVM Method

António Gusmão, L. Miguel Silveira, and José Monteiro

INESC-ID / IST, TU Lisbon, Lisboa, Portugal
{antoniog,lms,jcm}@algos.inesc-id.pt

Abstract. We investigate the use of support vector machines (SVMs) to
determine simpler and better fit power macromodels of functional units
for high-level power estimation. The basic approach is first to obtain
the power consumption of the module for a large number of points in
the input signal space. Least-Squares SVMs are then used to compute
the best model to fit this set of points. We have performed extensive
experiments in order to determine the best parameters for the kernels.
We propose a new method for power macromodeling of functional units
for high-level power estimation based on Least-Squares Support Vector
Machines (LS-SVM). Our method improves the already good modeling
capabilities of the basic LS-SVM method in two ways. First, a modified
norm is used that is able to take into account the weight of each input
for global power consumption in the computation of the kernels. Second,
an iterative method is proposed where new data-points are selectively
added as support-vectors to increase the generalization of the model.
The macromodels obtained compare favorably with those obtained using
industry standard table models, providing not only excellent accuracy
on average (close to 1% error), but more importantly, thanks to our
proposed modified kernels, we were able to reduce the maximum error
to values close to 10%.
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1 Introduction

Electronic systems have become pervasive in our daily lives, work environments
and even our social habits. Their design and verification prior to fabrication
are challenging tasks due to inherent size and complexity. Rising costs of design
and market pressure for fast delivery of error-free systems drive the need for
reliable verification. A common approach towards easing the design process and
enabling verification is to replace large and complex design blocks by smaller,
more abstract macromodels that accurately represent relevant characteristics of
the system. The resulting macromodeled system can then be verified and design
exploration can be accomplished, leading to better, more efficient designs, with
lower costs and added features.



Power consumption has become one of the most important parameters in the
design of VLSI circuits and accurate power estimation a requisite of any design
exploration framework and verification environment. Many high-level power es-
timation tools have been proposed before to enable the evaluation of different
architectures at early stage of design [8]. The general approach is to use power
macromodels for each functional unit. These macromodels are obtained in a pre-
characterization phase, stored in a library for later use and represent the power
dissipation of the unit as a function of its input statistics.

Kernel methods provide a powerful and unified framework for pattern dis-
covery, motivating algorithms that can act on general types of data and look for
general types of relations (e.g. rankings, classifications, regressions, clusters) [16].
The application areas range from neural networks and pattern recognition to ma-
chine learning and data mining. In this paper, we investigate the use of learning
algorithms, in particular support vector machines (SVMs), to determine sim-
pler and better fit power macromodels. The basic approach is first to obtain the
power consumption of the module for a large number of points in the input signal
space. Least-Squares SVMs (LS-SVM) are then used to compute the best model
to fit these set of points. The statistics for each of the module’s output signals
can be computed in a similar manner, thus providing a means of propagating
the switching probabilities through the circuit. We have performed extensive
experiments in order to analyze the possible kernels which are the basis of the
SVM formulation and to determine the best parameters for these kernels.

Our proposed methodology improves the already good modeling capabilities
of the basic LS-SVM method in two ways. In general, kernels treat every di-
mension uniformly. In the problem at hand, each input to the functional module
defines a dimension for the kernel (although not necessarily so after optimiza-
tions, as discussed in Section 5.4). It is well-known that not all inputs have the
same impact on the power consumption of a module. We propose a modification
to the basic RBF kernel that takes into account a measure of the contribution
of each input for the power consumption in the computation of the kernels. Sec-
ondly, an iterative method is proposed where new data-points are selectively
added as support-vectors to better generalize the model

We present results that confirm the excellent modeling capabilities of the
kernel-based methods. The macromodels obtained provide not only excellent
accuracy on average (all below 2% average error and close to 1% on average),
but, more importantly, thanks to our modified kernels, we were able to reduce
the maximum error to values close to 10%. As we will show, such low error rates
compare favorably with those obtained using standard table-based models.

The paper is organized as follows. In Section 2, we review previous work
on power analysis techniques at the RT level and provide some background on
kernel methods. Section 3 discusses the kernel parameters and their set up. The
proposed optimization techniques, namely the modified norm and the iterative
process, are described in Section 4. The implementation details of the power
macromodeling process are described in Section 5. We present our results in
Section 6 and draw conclusions and future work in Section 7.



2 Related Work

2.1 Power Macro-Modeling

There has been a fair amount of work on generating models for power dissipation
at higher levels of abstraction. Top-down approaches have been proposed in [9]
and [10]. They are both based on the concept of entropy and their focus is to
derive implementation-independent measures of the signal activity in the circuit.
A number of assumptions are made in both [9] and [10] on how to propagate the
entropy of the inputs through the circuits. These methods can be very efficient,
though given all the required approximations and the fact that they ignore issues
such as glitching implies that these techniques are not very accurate.

Our method follows a bottom-up approach (for a survey, see [8]), where the
model is obtained from an actual circuit implementation. This offers the best
level of accuracy. These methods build their models from data points that consist
of a power value for the circuit, under some input conditions. From this set of
data points, different strategies exist for generating a model that not only fits
these data points, but offers the best possible generalization ability.

Lookup tables have been successfully proposed [3]. N-dimensional tables have
been used, where each dimension represents an input parameter. Several strate-
gies exist for reducing the number of dimensions and for interpolating among
table points. Alternatively, regression can be used to compute the coefficients
of an expression [1, 2, 11, 17]. A combination of both of these methods has also
been proposed [3]. Models for specialized functions, such as arithmetic units, use
different expressions for different inputs, namely depending on whether they cor-
respond to the most or the least significant bits [6, 7]. Using models tailored to
specialized functions, however, requires very specific knowledge of the problem
which restricts the applicability of the technique. Table interpolation or regres-
sion implicitly assumes a polynomial or spline representation and may require
a large number of coefficients if the underlying surface is somewhat nonlinear.
SVMs are quite useful in such a context as they can readily adapt to the data at
hand, even if it exhibits strong nonlinearities. Therefore, much sparser approxi-
mants can be used while retaining or even improving on the accuracy.

We believe the model we propose, based on LS-SVMs, is more robust than
previously proposed approaches: it is generic, systematic, and uses an underlying
methodology with properties that have been proven both theoretically and in
practice in many different fields. Our results demonstrate just that.

2.2 LS-SVMs

Consider a general problem where we are given N input/output data points,
{xk, zk}N

k=1 ∈ Rp × R. These data points follow an unknown function z(x) =
m(x) + e(x), where m(x) is the target function we wish to estimate and e(x) is
a sampling error. Support Vector Machines (SVMs) are a method of obtaining
y(x), an estimate of m(x), from the given data set, referred to as training set.
SVMs achieve regression by nonlinearly mapping the input space into a higher



dimensional feature space where a linear approximant hyperplane can be found.
This is implicitly made by the use of a kernel function.

A version of a SVM for regression was proposed by Vapnik el al [16]. This
method is called support vector regression (SVR). The model produced by SVR
only depends on a subset of the training data, because the cost function for
building the model ignores any training data that are close (within a threshold
ε) to the model prediction. The relevant data points form a set of support vec-
tors and they immediately lead to a sparse representation. On the other hand,
computing the model is a Quadratic Programming (QP) problem. To simplify
this QP problem, Least Squares Support Vector Machines were introduced [15].
In both methods the model is:

y(x) = wT ϕ(x) + b (1)

The ϕ(x) mapping is usually a non-linear function that transforms the data
into a higher dimensional feature space, and is weighted by w. Constant b is the
bias term.

LS-SVM corresponds to solving the following constrained optimization prob-
lem:

min
w

J =
1
2
wT w + C

1
2

N∑
k=1

e2
k s.t. zk = wT ϕ(xk) + b + ek (2)

The wT w term stands for minimizing the length of the weight vector, while
the C constant is the trade-off parameter between the complexity of the repre-
sentation and the minimization of training data errors. The number of training
samples, known as support vectors, is given by N .

Using Lagrange multipliers, in order to transform the problem into an un-
constrained optimization problem, gives:

L =
1
2
wT w + C

1
2

N∑
k=1

e2
k −

N∑
k=1

αk[wT ϕ(xk) + b + ek − zk] (3)

which is guaranteed to have a global minimum when:

∂L
∂w = 0; ∂L

∂b = 0; ∂L
∂ek

= 0; ∂L
∂αk

= 0,

resulting in the following linear system of equations:[
0 1T

1 Ω + C−1I

] [
b
α

]
=

[
0
z

]
(4)

where Ω is the kernel matrix, Ωkl = Ψ(xk, xl) = ϕ(xk).ϕ(xl), k, l = 1, . . . , N ,
and Ψ is the kernel function.

The resulting LS-SVM is given by:

y(x) =
N∑

k=1

αkΨ(x,xk) + b (5)



Table 1. Common kernels.

Linear: Ψ(xi,xj) = xT
i xj

Polynomial: Ψ(xi,xj) = (xT
i xj + θ)n

Exponential (RBF): Ψ(xi,xj) = exp(
−||xi−xj ||2

σ2 )

Hyperbolic Tangent: Ψ(xi,xj) = tanh(φxT
i xj + θ)

The simplicity of (5) is not without a cost. While SVMs have a built in way
of selecting the most significant data points from their training set, LS-SVMs do
not. Sparseness is lost due to the usage of all the data points as support vectors
(a large N). This adds a new complexity to the problem. It becomes necessary
to judiciously select the training datapoints used to effectively cover the input
space.

There are many kernels from which to choose from, some of which are shown
in Table 1. In this work, we will focus exclusively on the RBF kernel since it has
good empirical results and has a nice smooth behavior.

3 Kernel Tuning

The regression process is not totally automated, since there are a number of
parameters that need to be selected, namely C (see (4)), σ (see Table 1) and
the number of support vectors, N . We also have an option as to which kernel to
use, however the exponential RBF kernel (Table 1) has been reported to perform
particularly well under LS-SVM [12]. The analysis and results presented in the
remainder of this paper were all obtained with this kernel.

3.1 Parameter C

As referred in Section 2.2, C is a constant that permits a tradeoff between the
training error and the smoothness of the model. The training error in sample k is
given by ek = αk

C , indicating that larger values of C force the estimator to reduce
the training errors. We have computed the errors obtained using different values
of C, maintaining all remaining parameters constant (σ = 2 and with 2,000
SVs). These errors are obtained on a set of datapoints disjoint from the training
set, and which is called the test set.

We use the following error functions to provide some insight into LS-SVM
model’s performance:



Relative error: ER = { |zk−y(xk)|}
zk

}N
k=1

Average relative error: E1 = 1
N

N∑
k=1

ERk

Maximum relative error: E2 = maxk ERk

Fraction below 10% : E3 = |{a∈ER:a<10%}|
N

Ultimately we aim to achieve an E3 of 100% and an E1 smaller than 1%.
Although the error values are not bounded, E2 is a good representation of the
worst-case scenario.

The graphs in Figure 1 show the test error variation with C averaged over
all the benchmark circuits (given in Table 3). For all the circuits the behavior
was similar so it is safe to derive conclusions from the average results. We can
observe that the error decreases as C increases, but for values above C = 104

the error remains almost constant. Hence, both training and test errors benefit
from larger C.

Fig. 1. Error variation with parameter C.



A new experiment was devised to show that the optimum C depends on the
noise present in the data points. Consider the earlier data set {xk, zk} with added
noise: z′k = (1 + ε)zk where ε follows a uniform distribution between [−e; e].

Figure 2 shows the test errors for noisy data with maximum noise e = 10%.
It becomes clear that the value of C depends on the quality of the data set. We
have set C = 104 since it is approximately optimal for the noiseless case and it
is still good when there are small errors present.

3.2 Parameter σ

In the exponential RBF kernel (Table 1), σ represents a width factor. If it is
large, then the influence of each support vector (SV) spreads, smoothing the
solution. If σ is small, each SV has a small influence over the space around it,
which reduces the information the model has over all the input space. At the
extremes, if σ → ∞ we obtain a constant function, and if σ → 0 our model is
only able to estimate input x equal to its SVs, having null generalization ability.
Training error is then inversely proportional to σ values. Figure 3 presents the
error obtained for different values of σ on test data (C = 104, obtained above,
and the same 2,000 number of SVs were used). Test results indicate that a value
of σ = 1.1 produces the best overall results (the training error is negligibly small
for this σ). If we are to assume the same value of sigma for all the circuits, then
this would be the value to use for σ.

Fig. 2. Error variation with parameter C for noisy data (10%).



Fig. 3. Errors for different values of σ.

Figure 4 shows how each support vector contributes to the final solution in
an artificial two-dimensional problem, for two different values of σ, σ = 1 and
σ = 0.02, respectively the top (a, b) and bottom (c, d) graphs. The graphs on
the right (a, c) present a separate curve for each support vector and the graphs
on the left (a, d) present the resulting model (summation of all components).

Three important conclusions are drawn:

1. for large values of σ the resulting surfaces are very smooth, and that might
make it impossible to follow a steep function.

2. small values of σ allow more complex and steep surfaces, but unless all input
space is well covered, bad generalization will occur.

3. as there is a single σ for all SVs, the only degree of freedom LS-SVMs have
is the selection of the α weights of each SV, which serves as a scaling factor
to the respective component curve (the bias term, b, is one more degree of
freedom, but it is only an added constant).

Issues 1 and 2 could be solved by choosing an ’optimal’ σ value, but it
would still imply that all dimensions of the input space have the same behavior
(all smooth or all steep). We propose in Section 4.2 an iterative approach to
automatically determine the σ value for a given problem instance. Issue 3 seems
to be a major restriction of the models using a RBF kernel. The model output,
y(x), is computed based on the distance between the input vector x and all of
the model SVs. We address this issue in Section 4.1.



Fig. 4. Power surfaces for: a) σ = 1, components; b) σ = 1, sum; c) σ = 0.02, compo-
nents; d) σ = 0.02, sum.

3.3 Number of Support Vectors

To determine the number of SVs, we performed similar experiments with in-
creasing size of the training data set (Figure 5). As expected, errors decrease
when the size of the training set increases. Since having more SVs translates lin-
early to the size of the model and its computation time, it is necessary to achieve
a tradeoff between model complexity, the number of SVs, and model accuracy.
One should be aware that the number of SVs will depend on the shape of power
surface (steep functions need more SVs) and the σ value used (smaller sigmas
imply more SVs). This motivates the use of an iterative algorithm to add SVs
to the training set when there is a need to do so, as described in Section 4.2.

4 Model Optimization

In this section, we present the improvements we propose to the LS-SVM method.

4.1 Weighted Norm

Consider as an example a particular situation where:

1. x ∈ Rp are samples of the p inputs of a functional unit in a logic circuit.



Fig. 5. Error dependence on the number of support vectors.

2. one of them, xr, has a huge effect on the power dissipated (for instance, a
RESET signal).

3. we have a trained LS-SVM model with N support vectors, N > p.

4. two test vectors are given, x1 and x2, which are exactly the same except in
their xr component.

Since the only information the model uses to differentiate the output values y(x1)
and y(x2) is their distance to all of the N support vectors, it is natural to assume
that for p � 1 their distances to the N SVs would be almost the same which
results in y(x1) ≈ y(x2). We know that their real outputs are very different
and so the LS-SVM model can never give a good prediction of these values. A
possible solution to this problem would be to get a very large number of SVs
that would cover that critical input space where xr varies. This is very costly
and would prove to be extremely difficult since that means that there would be
many SV close to each other, implying small σs and, thus, poor generalization
ability.

To solve this problem, we introduce our proposed modification to the RBF
kernel which spawns from a simple adaptation of the distance measure used. By
adding weights, β, to each dimension of the input space, we add significantly



more flexibility to the LS-SVM training procedure. The norm becomes

||xi − xj || =

√√√√√√√
p∑

l=1

βl(xil
− xjl

)2

p∑
l=1

βl

(6)

Parameters β must be computed before training the model. In the case of
power macromodeling, a formal method to obtain β would be to resort to the
Shannon expansion for each circuit input [13]. In Section 5.2, we present a more
expedite method.

Note that a similar weighing of the different dimensions can be applied to
other kernels (Table 1), where the internal product needs to be modified to use
a different coefficient for each dimension.

4.2 Iterative Process

As stated before, the best number of support vectors to use and the value of the σ
parameter are interdependent. We propose an iterative method to automatically
determine these parameters so that we maximize the generalization of the LS-
SVM-based power macromodel.

The standard method of computing the kernel parameters is simply to solve
the linear system given in Equation 4, using a set of data points {xk, zk}N

k=1,
the training set. The model obtained can then be evaluated against a different
and disjoint set of datapoints, the test set. From the obtained errors in each of
these sets, we can conclude:

1. large errors on the test set might be due to two reasons: the ’area’ of the
input space where samples have large test errors is badly covered by the
training set; or the kernel function is excessively local, which means that the
influence of each SV is limited to a very small ’area’ around it.

2. large errors on the training set indicate that the kernel function is smoother
than it should be, not having enough flexibility to approximate steep sur-
faces.

To address these issues an extension to the training procedure was devised
consisting of an iterative addition of SVs.

The iterative method developed starts from a given LS-SVM model and uses
the following three sets:

– the final test set, with data points which will only be used to evaluate the
final model (hence, after the iterative process has finished)

– an initial training set of size MT of the given model.
– a validation set of size MV , which can be much larger than MT

The following steps are repeated while user specifications have not been met,
namely that the average relative error, E1, and the maximum relative error, E2,
on the validation set are smaller than given thresholds TE1 and TE2 :



1. to increase the generalization, we move k data points with the largest errors
from the validation set into the training set.

2. if the error on the training set exceeded specifications, we reduce parameter σ
by s. As discussed in the previous section, the σ parameter defines how local
or global the impact of each support vector is. Hence, by reducing this value
by multiplying it by a factor s, s < 1, the error is reduced on the training
set. This may potentially lead to worse generalization, which is compensated
by the extra data points that are moved to the training set. Nevertheless, σ
should not be greatly reduced between iterations.

The initial σ value should be relatively large to start with a very smooth
solution and steepening it only as much as necessary by reducing σ. Parameters
k and s define the granularity of the process. Larger values will reduce the number
of iterations, but may lead to a larger model. The size of the initial model and
respective training set should be relatively small to give room for the addition
of the more problematic data points in the validation set, but, at the same time,
large enough to give reasonably good predictions. In our experiments, we start
from a model of size 500 obtained from applying (7) to a training set of size
2,000.

5 Implementation

In this section, we describe the methodology for computing the power macro-
model. We start by presenting how we obtain the data points used as the training
set, then we describe the experiments we performed to tune the kernel parame-
ters, and finally we discuss the size of the model and methods to reduce it.

5.1 Input Space Analysis

To generate the desired black-box macromodel it is necessary to obtain a set of
data points to be plugged into the LS-SVM, {xk, zk}. To analyze the performance
of the LS-SVM method for power estimation, we need data points where zk

represents the power dissipation of a circuit under inputs xk. For this purpose, we
can either use experimental values obtained from actual circuit measurements,
or values computed by a simulator. Naturally, the accuracy of the model will be
directly related to the quality of the data points.

Note that there is some flexibility in terms of what xk represents. In this work,
we are using the switching probability of each of the p inputs to the functional
unit, hence a vector of size p with values between 0 and 1. Alternatively, we
could aggregate all inputs and have their distribution probability (for example,
in the case a set of bits represent some numerical value). Additionally, if specific
information is available regarding joint probability distributions, it can be used
to bias the choice of data points.

We should also observe that zk can represent both static or dynamic power,
or total power. The results we present in the next section were obtained from a



logic simulator which only accounts for dynamic power. Yet, the results should
easily extrapolate for static, and hence, total power.

As data points used during training represent the total knowledge LS-SVMs
have for model construction, their selection method is of crucial importance. For
each circuit, the objective is to generate N vectors x of size p with values within
[0, 1]. To effectively cover the input space three distributions were tested:

1. Uniform, 100% follow an uniform distribution between 0 and 1.
2. Norm, 100% follow a normal distribution with 0.5 mean and a chosen vari-

ance γ (every value not contained in the [0,1] interval is resampled).
3. UNMix, a mix of 1 and 2, 50% follow an uniform distribution and 50%

follow a normal distribution.

Table 2. Comparison of input distributions.

Distribution E1 E2 E3

Uniform 1.68 23.1 99.7

UNMix (γ = 0.1) 1.53 24.8 99.5

UNMix (γ = 0.3) 1.5 24.2 99.6

Norm (γ = 0.1) 2.24 34.2 97.7

Norm (γ = 0.3) 1.57 26.5 99.4

For the purpose of testing the generalization ability of our model, test sets
of 8,000 points were constructed using equal quantities of each of the 3 methods
presented, for each of the benchmark circuits. In Table 2 the errors defined earlier
(Section 3.1) are shown, averaged over all the circuits.

We conclude that the difference in error performance between the tested
methods is small, yet the UNMix distribution seems to lead to slightly smaller
error values. Adding to that, in practice, circuit input probabilities should be
around 0.5 so we opted to use UNMix with a variance γ = 0.3 to get a better
representation in that area.

5.2 Computing the Input Weights

In order to gauge the relative importance of each input to the functional unit in
terms of the impact in power consumption, we performed a set of experiments
where we set all other inputs to a fixed value and measure the power as we change
the value of the input under evaluation. Naturally, the results obtained depend
on the values assigned to the other inputs. Ideally one would want to check the
impact on power consumption of a single input for all possible combinations
of the other inputs. Since this is impractical, we randomly sample 20 different
combinations of values for the remaining inputs.



From these experiments, we compute the power range for each input, as the
difference between the maximum and minimum power values. We use this value
directly as the weight for this input in the computation of the modified norm.

5.3 Model Size

From Equation 5, we know that evaluating the LS-SVM model to compute the
power requires the sum of N elements, and each element contains a norm (Equa-
tion 6) which is a sum of p elements. Hence, the model requires O(Np) operations
to compute y(x). Computing the model’s output is much faster than simulating
the circuit. On a 3GHz AMD64 it took no more than 10 seconds to estimate
10,000 outputs for any of the tested circuits.

It terms of memory, we need to store: N SVs, each of size p; N α values; and
the constant b. Hence, the non modified kernel has O(N(p + 1) + 1) = O(Np)
memory complexity. Our modified kernel adds p input weight coefficients (β),
which has a negligible impact on memory usage.

If we use the float data type to store these values (usually 4 bytes long), a
model of a circuit with 200 inputs (p = 200) and 2, 000 SVs (N = 2000) will
need (2000× (200+1)+200+1)×4 = 1.53MB of storage space. It is affordable,
but still expensive. Next, we discuss methods to reduce this size.

5.4 Model Pruning

There are two parameters that define the model size, N and p. There are methods
that reduce N by searching for “redundant” SVs, i.e., SVs whose removal has
minimal impact on the error [5].

In our work, we apply one of the methods prescribed in [5]. In each step the
algorithm solves the linear system (eq. 4) and removes the least important SV
which is the xk with the smallest d(xk):

d(xk) = [A.∆x]k+1 =
αk

[A−1]k+1
(7)

where A is the square matrix from Equation 4. This is an expensive method but
has a good model-reduction to model-error ratio. For a more detailed description
we refer the reader to the original paper.

Additionally, we investigate the reduction of p, which amounts to a form
of feature selection. The process is to simply remove input dimensions with
the lowest β values, as these are the ones which have less impact in defining the
power characteristics of the circuit. Starting from lower β, we remove dimensions
until the sum of removed betas (normalized) is below a user specified threshold
T ∈ [0, 1]. Figure 6 shows the increase in error with the increase of T .



Fig. 6. Error increase with the increase of T .

6 Results

In Table 3 we present results for circuits of the ISCAS benchmark set, obtained
under different methods. Here we compare several modifications of the basic
LS-SVM method with state of the art table lookup methods. In the table, E1

represents average error, E2 maximum error and E3 estimates with error below
10%. Under “Usual Norm” we give the performance of the base LS-SVM models,
computed using C = 104, σ = 1.1 (Section 3) and from training sets of N =
2, 000 samples, generated as described in Section 5.1. Weighted norm tests are
shown in columns “Weighted Norm”, under the same conditions. Under “Iter.
Weighted Norm” are the results after the iterative process, where N indicates
how many support vectors were used. The results reported by [3] are given under
“4D Tables”. Finally, under “Pruned” are the results after applying the pruning
technique described in Section 5.4, using a threshold value of T = 0.08.

Several interesting observations can be made from the results presented in
Table 3. First, we note that the results obtained with the original kernel were
already very good, with average error E1 below 5%. However, maximum error
E2 can be large, with circuit C880 presenting an error close to 70%. The use
of the proposed weighted norm is by itself very effective in reducing error. Its
impact is especially visible on the maximum error, which on average reduces to
just under 10%, with circuit C880 still presenting the largest maximum error,
but reducing from 70% to 16%. On average, the E1 comes to under 1% and only
0.06% of the samples have error above 10% (E3)!

The next set of results demonstrates that the iterative process allows for
significantly smaller models sizes, while practically maintaining the error levels.
Whereas for the previous results a constant number of 2,000 support vectors is
used in the model, the iterative process finds equally good solutions with only
726 support vectors on average, providing models almost 3× more compact.

Table 4 presents the results obtained after pruning. Note that the model
size can still be effectively reduced using the proposed pruning method, without



Table 3. LS-SVM test results.

Circuit
Info Usual Norm Weighted Norm Iter. Weighted Norm 4D Table

Ins Nodes E1 E2 E3 E1 E2 E3 N E1 E2 E3 E1 E2

C499 41 202 3.5 21.3 98.0 0.4 4.0 100 500 0.5 3.7 100 3.9 16.3

C880 60 383 6.9 69.2 75.8 1.6 16.0 99.8 1000 1.4 17.6 100 3.6 14.0

C1355 41 546 3.1 17.2 98.9 0.5 5.3 100 500 0.5 3.7 100 4.0 15.0

C1908 33 880 4.9 41.7 91.6 1.0 10.8 99.9 695 1.1 9.8 100 3.7 15.7

C2670 233 1193 5.3 36.2 87.4 1.3 9.2 100 1000 1.2 7.2 100 2.2 10.2

C3540 50 1669 5.9 50.4 85.4 1.1 14.0 99.9 740 1.2 11.6 99.9 3.2 15.6

C5315 178 2307 4.0 21.5 96.5 1.0 5.9 100 600 1.1 5.9 100 2.1 12.2

C6288 32 2406 3.9 44.7 95.7 0.5 9.1 100 500 0.6 5.4 100 2.2 17.4

C7552 207 3512 4.4 27.1 96.2 1.3 13.4 99.9 1000 1.3 11.2 99.9 2.7 14.3

average: 4.7 36.6 91.7 1.0 9.73 99.9 726 1.0 8.46 99.98 3.1 14.5

Table 4. LS-SVM test results with pruning.

Circuit Ins Nodes Ins E1 E2 E3

C499 41 202 33 1.0 6.0 100

C880 60 383 39 1.7 16.6 99.8

C1355 41 546 33 0.9 5.9 100

C1908 33 880 28 1.3 11.1 100

C2670 233 1193 107 1.3 8.7 100

C3540 50 1669 29 1.2 15.1 99.9

C5315 178 2307 94 1.1 7.0 100

C6288 32 2406 29 1.0 10.7 100

C7552 207 3512 124 1.3 13.1 100

average: 1.2 10.5 99.97

significant effect on the error level. For larger examples, the number of inputs
effectively used in the model are close to half of the original circuit, leading a
model half the size and half the evaluation time.

Moreover, we can observe that the results obtained clearly surpass existing
state-of-the-art methods based on table lookup, both in terms of average (E1)
and maximum (E2) errors.

7 Conclusions

Our experiments show that LS-SVM are a viable method for the generation
of power macromodels. Modifying the basic RBF kernel so that it takes into
account the impact of different circuit inputs on dissipated power proved to
result in a huge improvement in model accuracy. It also opened doors to a new
approach to model size reduction based on input dimension weights and the use



of the weighted norm on other kernels. Further work involves applying kernels
composed of more than one element [14].
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