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ON THE IDENTIFICATION OF MULTIPLE SPACE DEPENDENT IONIC PARAMETERS IN
CARDIAC ELECTROPHYSIOLOGY MODELLING

YASSINE ABIDI1, MOURAD BELLASSOUED1, MONCEF MAHJOUB1 AND NEJIB ZEMZEMI2

ABSTRACT. In this paper, we consider the inverse problem of space dependent multiple ionic parameters iden-
tification in cardiac electrophysiology modelling from a set of observations. We use the monodomain system
known as a state-of-the-art model in cardiac electrophysiology and we consider a general Hodgkin-Huxley for-
malism to describe the ionic exchanges at the microscopic level. This formalism covers many physiological
transmembrane potential models including those in cardiac electrophysiology. Our main result is the proof of
the uniqueness and a Lipschitz stability estimate of ion channels conductance parameters based on some obser-
vations on an arbitrary subdomain. The key idea is a Carleman estimate for a parabolic operator with multiple
coefficients and an ordinary differential equation system.
Keywords: Lipschitz stability estimate, Carleman estimate, cardiac electrophysiology modelling, monodomain
system, Hodgkin-Huxley model, ionic parameters identification.

1. INTRODUCTION

The electric wave propagation in the heart can be represented by a non-linear reaction-diffusion system
coupled to an ordinary differential equation system called the bidomain model [39, 15]. It takes into account
the electrical potential both in the intra-cellular and extra-cellular domains. The coupled system describes
the evolution of the transmembrane and the extracellular potentials in the heart. This mathematical model
can be formulated as a three-field system (ionic state, transmembrane and extracellular potentials) coupling
a non-linear reaction-diffusion equation to an elliptic equation and a non-linear system of ODEs. A sim-
plification of this model is given by the so-called monodomain system, it consists of one parabolic non
linear PDE coupled to an ODE system. This model is equivalent to the bidomain model when ratios of the
intracellular conductivity anisotropy are close to those in the extracellular domains. It is widely used in
the computational electrophysiology community because it is computationally much cheaper than the full
bidomain model.

Recent works in the computational cardiology community have been dedicated to the personalization
of mathematical models [32, 37, 11, 6, 10, 8, 40] using different approaches. The idea is to assimilate
different measured data and automatically calibrate the parameters of the computational model in order to
make it behave like the measured observations. These approaches are very attractive because, in the future,
they could potentially help in improving the diagnosis of the heart condition and in planning therapeutic
interventions. On the other hand, very few works have been interested in studying the stability of the
parameters identification inverse problems for such models. To the best of our knowledge, only two works
have been performed on this subject [36, 5]. Both of works still have some limitations that will be addressed
in this paper. The first limitation is that they only treat simplified ionic models: The first paper [36] shows the
stability of the identification a reaction parameter in the Mitchell-Schaeffer model [38]. The second work [5]
treats the stability of a reaction parameter in the FitzHugh-Nagumo model [14] and a parameter in the ODE
system of the model but separately. The second limitation is they do not treat the stability of identifying a set
of parameters at the same time. The main novelties in this paper with respect to the cited works are twofold:
First, we present a methodology for physiologically-detailed ionic models covering models under a general
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Hodgkin-Huxley formalism [19] (HH) including the Beeler-Reuter model [2] and the Luo-Rudy I model
[34] (LR I) which are one of the most popular ionic models in the cardiac electrophysiology modelling
community and many other transmembrane potential models. Second, we present an approach and some
conditions under which one could prove the stability of multiple parameters identification problem. Here,
we are concerned about ion channels conductance parameters.

The paper is organized as follows: In the next section, we briefly recall the general structure of cardiac
cellular membrane models describing the transmembrane potential and the ionic exchange at the cell mem-
brane. Then, we present the monodomain model describing the electrical wave propagation and recall some
existence, uniqueness and regularity results that have been shown in [42]. We also establish new regularity
results that would help us in the stability analysis. In section §3, we announce the main stability result in-
cluding the conditions we need for the identification of multiple parameters. The proof of the main result is
divided into two sections. In section §4, we prove the global Carleman inequality for the reaction-diffusion
system. Most of the non-classical parts of the proof of the main result are presented in section §5 where we
prove the stability estimate of conductances parameters.

2. MATHEMATICAL MODELS FOR THE ELECTRICAL WAVE PROPAGATION

In this section, we first present the general structure of physiologically-detailed cardiac cellular membrane
models that we will use in this paper. Then, we introduce the monodomain model coupling a reaction
diffusion parabolic equation to a physiological ODE system.

2.1. General structure of cardiac cellular membrane models. The ionic current throughout channels of
the membrane is modulated by the transmembrane potential v :“ ui ´ ue, where ui and ue are respectively
the intra- and extra-cellular potentials, the gating variables w :“ pw1, . . . , wkq and by the ionic intracellular
concentration variables z :“ pz1, . . . , zmq. In the membrane model, the ionic current Iion has the following
general structure [16]:

(2.1) Iionp%̄, v,w, zq “
N
ÿ

i“1

%̄iyipvq
k
ź

j“1

w
pj,i
j pv ´ Eipzqq,

where N is the number of ionic currents, %̄i is the maximal conductance associated with the ith current, yi
is a gating function depending only on the membrane potentiel v, pj,i are positive integers exponents and Ei
is the reversal potential for the ith current Ii, which is the related equilibrium (Nernst) potential and is given
by

(2.2) Eipzq “ γi log

ˆ

ze
zi

˙

, z “ pz1, . . . , zmq,

where γi is a constant and zi, i “ 1, . . . ,m, are the intracellular concentrations. The constant ze denotes an
extracellular concentration. Here, we use the regularized form of the variable yipvq in hyperbolic functions
such as sh, ch, th introduced in [13]. In this case, yipvq is a C8 function with respect to the variable v for
i “ 1 . . . N .

The dynamics of the gating variable w is described in the Hodgkin-Huxley formalism by a system of
ordinary differential equations which when wj is a gating variable (0 ď wj ď 1) are governed by the
following equation,

(2.3) Btwj “ Fjpv, wjq :“ αjpvqp1´ wjq ´ βjpvqwj , j “ 1, . . . , k,
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where αj and βj are positive rational functions of exponentials in v. A general expression for both αj and
βj is given by

(2.4)
µ1e

µ2pv´vnq ` µ3pv ´ vnq

1` µ4eµ5pv´vnq
,

where µ1, µ3, µ4, vn are non-negative constants and µ2, µ5 are positive constants.

The dynamics of the ionic concentration variables z is described by the additional system of ordinary
differential equations:

(2.5) Btzi “ Gip%̄, v,w, zq :“ ´Jip%̄, v,w, log ziq `Hip%̄, v,w, zq, i “ 1, . . . ,m,

where

(2.6) Ji P C2pR˚`ˆRˆRkˆRq, 0 ă g˚pwq ď
BJi
Bτ
p%̄, v,w, τq ď g˚pwq,

ˇ

ˇ

ˇ

ˇ

BJi
Bv
p%̄, v,w, 0q

ˇ

ˇ

ˇ

ˇ

ď Lvpwq,

g˚, g
˚, Lv belong to C1pRk,R`q, and

(2.7) Hi P C2pR˚` ˆ Rˆ Rk ˆ p0,`8qmq X LippR˚` ˆ Rˆ r0, 1sk ˆ p0,`8qmq.

One could find in the literature many refined models based on Hodgkin-Huxley formalism taking into ac-
count different quantities. For example, we recall here the following models: Beeler-Reuter ([2], N “

4, k “ 6,m “ 1), phase-I Luo-Rudy ([34], N “ 6, k “ 6,m “ 1), phase-II Luo-Rudy ([35], N “ 10, k “
6,m “ 5).

2.2. Monodomain system with generalized ionic models. In this paper, we consider the monodomain
system. It describes the propagation of the electric wave in the heart and is given by

(2.8)

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Btv ´ divpσ∇vq “ Iapp ` Iionp%̄, v,w, zq in Q ” Ωˆ p0, T q,

Btw “ F pv,wq in Q,

Btz “ Gp%̄, v,w, zq in Q,

σ∇v ¨ ν “ 0 on Σ ” BΩˆ p0, T q.

Here Ω Ă R3 is a bounded domain representing the cardiac tissue whose boundary BΩ. The time domain
is given by r0, T s. We also denote by Qt :“ Ω ˆ p0, tq, for any time t ą 0. The variable v, denotes the
action potential and σ :“ σipσi ` σeq

´1σe is the bulk conductivity where σi and σe are the intra- and
extracellular conductivity tensors and ν “ νpxq “ pν1pxq, ν2pxq, ν3pxqq is the external unit normal vector
to BΩ at x. The term Iapp is an applied electrical current. We will consider that it satisfies the following
regularity.

(2.9) Iapp P L
pp0, T ;L2pΩqq XH1p0, T ;H2pΩqq, p ą 4.

The ionic current Iion and the functions F and G depends of the considered ionic model. We assume that
the conductivities of the intracellular and extracellular σi,σe P

“

C1pΩq
‰3ˆ3 are symmetric and uniformly

positive definite, i.e, there exist αi ą 0 and αe ą 0 such that,

(2.10) ξJσipxqξ ě αi |ξ|
2 , ξJσepxqξ ě αe |ξ|

2 , @ξ P R3,

and that the coefficients σjk, j, k “ 1, 2, 3 of the matrix σ, satisfy the uniform ellipticity: there exists a
constant µ ą 0 such that

(2.11) µ |ξ|2 ď ξJσξ, @ξ P R3.
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We set

|∇u|2σ :“ σ∇u ¨∇u “
3
ÿ

j,k“1

σjkBjuBku.

To system (2.8), we attach initial conditions :

(2.12)

vp¨, 0q “ v0 P H
2pΩq,

wp¨, 0q “ w0, w0 : Ω Ñ r0, 1sk, measurable,

zp¨, 0q “ z0 P L
2pΩqm, with log z0 :“ plog z0,1, . . . , log z0,mq P L

2pΩqm.

Before stating the main results, we recall the following lemma on the unique existence of a strong solution
to problem (2.8). The proof is provided in [42] and is based on a fixed point method.

Lemma 2.1. Assume that Ω is C1,1 and pv0, z0,w0q satisfying (2.12). Let us take as given the ionic currents
satisfying (2.1)-(2.2), the dynamics of the gating variables F pv,wq satisfying (2.3), the dynamics of the
ionic concentration Gp%̄, v,w, zq, satisfying (2.5)-(2.7). Then, there exists a unique solution pv,w, zq of
(2.8) with initial condition (2.14) with the regularity

v :“ ui ´ ue PW
1,pp0, T ;L2pΩqq X L2p0, T ;H2pΩqq X C0pr0, T s, C0pΩqq, for p ą 4,

w : QÑ r0, 1sk measurable, z : QÑ p0,`8qm measurable,

wjpx, .q P C1p0, T q X C0pr0, T sq, for a.e., x P Ω, j “ 1, . . . , k,

zipx, .q P C1p0, T q X C0pr0, T sq, for a.e., x P Ω, i “ 1, . . . ,m,

z P H1p0, T ;L2pΩqqm X L8pQqm, log z :“ plog z1, . . . , log zmq P L
8pQqm.

Moreover there exists a constant C ą 0, independant of v,w, z, such that

(2.13) |zpx, tq| ď Cp1` |z0pxq| ` }vpxq}L2p0,tqq, a.e., x P Ω,

and

(2.14) |log zpx, tq| ` |Btzpx, tq| ď Cp1` |z0pxq| ` }vpxq}C0p0,tqq, a.e., x P Ω,

@t P r0, T s, for a.e. x P Ω.
Also, there exists M8 ą 0, depending on the data of the problem, such that:

(2.15) supt|vpx, tq| : px, tq P Qu ďM8.

Remark 2.1. This lemma has been proved in [42] for constant ionic model parameters. The same result is
preserved when considering that these parameters are in C0pΩ̄q.

Since we are interested in identifying ion channels conductance parameters, from now on, we will suppose
that all the parameters but %̄ are constant. We will consider that conductance parameters %̄ P

`

H3pΩq
˘N

which already, using Sobolev’s embeddings, give us the C0pΩ̄q regularity.
In the following lemma, we prove a lower bound on z when (2.5)-(2.7) holds. The proof is based on some

results in [41].

Lemma 2.2. Under the same assumptions as in Lemma 2.1, there exists a constant C ą 0, depending on
m,T such that, @i “ 1, . . . ,m,

(2.16) zipx, tq ě expr´Cp1` }z0}L8 ` }v}C0pr0,T s,C0pΩqqqs ą 0, @t P r0, T s , a.e., x P Ω.
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Proof. Since we want to show (2.16) and expr´Cp1` }z0}L8 ` }v}C0pr0,T s,C0pΩqqqs ă 1, we can limit the
study to zi ă 1. We consider the equation

Btzi “ ´Jip%̄, v,w, log ziq `Hip%̄, v,w, zq.

We note that, for i “ 1, . . . ,m, we can write

Jip%̄, v,w, log ziq “ Jip%̄, v,w, 0q `
Jip%̄, v,w, log ziq ´ Jip%̄, v,w, 0q

log zi
logpziq.

Owing to (2.6), there exists a constant L ą 0, depending on Lv, and a constants G,G ą 0 such that

(2.17) Jip%̄, v,w, 0q ď Lp1` |v|q, @pv,wq P Rˆ r0, 1sk,

and

(2.18) G ď
Jip%̄, v,w, log ziq ´ Jip%̄, v,w, 0q

log zi
ď G, @pv,w, ziq P Rˆ r0, 1sk ˆ p0,`8q.

Moreover, by hypothesis (2.7) there exists a constant Λ ą 0 such that

(2.19) |Hip%̄, v,w, zq| ď Λp1` |v| ` |z|q, @pv,w, zq P Rˆ r0, 1sk ˆ p0,`8qm.

Using (2.17)-(2.19), we find

(2.20) Btzipx, tq ě ´Lp1` |v|q ´G log zi ´ Λp1` |v| ` |z|q.

Then, from (2.13), if

G log zi ď ´Lp1` }vpxq}C0p0,tqq ´ Λp1` }vpxq}C0p0,tq ` Cp1` |z0| ` }vpxq}L2p0,tqqq,

then

(2.21) Btzipx, tq ě 0.

Since
}vpxq}L2p0,tq ď

?
T }vpxq}C0p0,tq,

we deduce from (2.14) that

zipx, tq ě expr´Cp1` |z0|L8 ` }v}C0p0,tqqs.

Let as now consider the case

G log zi ě ´Lp1` }vpxq}C0p0,tqq ´ Λp1` }vpxq}C0p0,tq ` Cp1` |z0| ` }vpxq}L2p0,tqqq,

then

zipx, tq ě expr´
1

G
pLp1` }vpxq}C0p0,tqq ` Λp1` }vpxq}C0p0,tq ` Cp1` |z0| ` }vpxq}L2p0,tqqqqs.

This completes the proof.

Now, we will establish two propositions dealing with the regularity of the system (2.8) solution. These
regularities would be useful in the parameters estimations that will be presented in Section §5. The aim is to
improve the regularity results given in Lemma 2.1 in order to satisfy the assumptions that would be taken in
the stability result. The proofs of the two following Propositions 2.1 and 2.2 are provided in the Appendix.
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Proposition 2.1. Let pv,w, zq be the solution of equations system (2.8), with initial conditions v0, w0 and
z0. If v0 P H

2pΩq, w0 P L
2pΩqk, z0 P L

2pΩqm and Iapp verify the regularity (2.9), then

(2.22)
v PW 1,8p0, T ;H1pΩqq X L8p0, T ;H2pΩqq XH1p0, T ;H1pΩqq,

w PW 1,8p0, T ;L2pΩqqk, and z PW 1,8p0, T ;L2pΩqqm.

Moreover if

(2.23) w0 P H
1pΩqk, and z0 P H

1pΩqm,

then

(2.24) w P H1p0, T ;H1pΩqqk, and z P H1p0, T ;H1pΩqqm.

Also, if v0 P H
3pΩq, then

(2.25)
v P H2p0, T ;L2pΩqq,

w P H2p0, T ;L2pΩqqk, and z P H2p0, T ;L2pΩqqm.

Proposition 2.2. Let the initial condition of (2.8) be such that v0 P H
4pΩq, w0 P H

2pΩqk, z0 P H
2pΩqm

and Iapp verify the regularity (2.9). Then the solution of (2.8) satisfies

(2.26)

v P H1p0, T ;H3pΩqq XW 1,8p0, T ;H2pΩqq XH3p0, T ;L2pΩqq,

w PW 1,8p0, T ;H2pΩqqk X L8p0, T ;H2pΩqqk,

z PW 1,8p0, T ;H2pΩqqm X L8p0, T ;H2pΩqqm.

Moreover if

(2.27) w0 P H
3pΩqk, and z0 P H

3pΩqm,

then

(2.28)
w PW 1,8p0, T ;H3pΩqqk ãÑ H1p0, T ;H3pΩqqk,

z PW 1,8p0, T ;H3pΩqqm ãÑ H1p0, T ;H3pΩqqm.

3. INVERSE PROBLEM: MAIN RESULT

Let t0 P p0, T q (without loss of generality we can choose t0 “ T {2) and ω Ă Ω be an arbitrary open
subset of Ω. Let us also select I`app, 1 ď ` ď N suitably in order to determine %̄pxq “ p%̄1pxq, . . . , %̄N pxqq,
from the observation data pv`,w`, z`q|ωˆp0,T q and pv`px, t0q,w`px, t0q, z`px, t0qq, x P Ω, 1 ď ` ď N .

In the formulation of the inverse problem, the initial values are also unknown. The non-homogeneous
terms I`app, 1 ď ` ď N , re consideerd as input sources to system (2.8). Then we determine %̄ipxq, x P Ω
by observation data pv`,w`, z`q|ωˆp0,T q and pv`px, t0q,w`px, t0q, z`px, t0qq, x P Ω, 1 ď ` ď N , which are
refarded as outputs.

We shall determine %̄i, 1 ď i ď N in the neighbourhood of some known set of coefficients %̄p2qi . We
shall denote by %̄i the unknown set coefficients. Our main concern is the stability estimate for the inverse
problem: Estimate }%̄p1q´ %̄p2q}L2pΩqN by suitable norms of observation data pvp1q` ´v

p2q
` ,w

p1q
` ´w

p2q
` , z

p1q
` ´

z
p2q
` q|ωˆp0,T q and

´

v
p1q
` ´ v

p2q
` ,w

p1q
` ´w

p2q
` , z

p1q
` ´ z

p2q
`

¯

px, t0q, x P Ω, 1 ď ` ď N . The stability estimate
is a fundamental mathematical subject in the inverse problem and immediately yields the uniqueness. Sta-
bility estimates for inverse problems are not only important from the theoretical viewpoint, but also useful
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for numerical algorithms. In particular, by Cheng and Yamamoto [9] for example, a stability estimate gives
convergence rates of Tikhonov regularized solutions, which are widely used as approximating solutions to
the inverse problems.

Our inverse problem is related to determination of multiple ionic parameter of a non linear parabolic
reaction diffusion system coupled with an ordinary differential equations. To the authors’ best knowledge,
there are no papers on the determination of multiple coefficients of multiscale mathematical models in
cardiac electrophysiology, although we have an available methodology which was initiated by Bukhgeim and
Klibanov [7]. The determination of multiple coefficients requires repeated observations, and the application
of the method in [45] needs independent consideration.

Moreover, since we aim at the global stability in the whole domain Ω by means of data on an arbitrary
small subset ω Ă Ω, we have to establish a relevant Carleman estimate (Theorem 3.1 below).

In order to formulate our results, we need to introduce the following notations: For a sequence functions
prv`, rw`,rz`q P H

3pΩq ˆ C1pΩqk ˆ C1pΩqm, we define the N ˆN matrix Λ as follows

(3.1) Λprv`pxq, rw`pxq,rz`pxqq “

¨

˚

˚

˚

˚

˚

˚

˝

S1,1pxq S2,1pxq . . . SN,1pxq

S1,2pxq S2,2pxq . . . SN,2pxq
...

...
. . .

...

S1,N pxq S2,N pxq . . . SN,N pxq

˛

‹

‹

‹

‹

‹

‹

‚

,

where

Si,`pxq “ yiprv`pxqq prv`pxq ´ Eiprz`pxqqq
k
ź

j“1

p rw`q
pj,i
j pxq , 1 ď `, i ď N .

Let us fix constant M0 ą 0. We introduce an admissible set of unknown coefficients vector %̄ by

(3.2) A “
!

%̄ P H3pΩqN , }%̄}l2pH3pΩqN q ďM0

)

.

We obtain the following stability result.

Theorem 3.1. Let t0 P p0, T q, ω be a subdomain of Ω and let %̄p2q P A be arbitrary fixed. We assume that
I`app P L

pp0, T ;L2pΩqq XH1p0, T ;H2pΩqq, p ą 4, 1 ď ` ď N , satisfy

(3.3) det
´

Λ
´

v
p2q
` px, t0q,w

p2q
` px, t0q, z

p2q
` px, t0q

¯¯

‰ 0, @x P Ω.

Here pvp2q` ,w
p2q
` , z

p2q
` q is the solution of (2.8) with %̄ “ %̄p2q and Iapp “ I`app. Furthermore, we assume that

(3.4) }v
p2q
` }C0pr0,T s;C1pΩqq ` }w

p2q
` }C0pr0,T s;C1pΩqqk ` }z

p2q
` }C0pr0,T s;C1pΩqqm ďM,

for some positive M . Then there exists a constant C ą 0, depending only on T,Ω, ω,M such that we have:

(3.5) }%̄p1q ´ %̄p2q}pL2pΩqqN ď C
´

N
ÿ

`“1

}pv
p1q
` ´ v

p2q
` q}H1p0,T ;H1pω0qq

` }pv
p1q
` ´ v

p2q
` qp¨, t0q}H2pΩq ` }pw

p1q
` ´w

p2q
` qp¨, t0q}L2pΩqk ` }pz

p1q
` ´ z

p2q
` qp¨, t0q}L2pΩqm

¯

,

for all %̄p1q P A.
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Remark 3.1. The condition (3.4) is a straightforward consequence of the two Propositions 2.1 and 2.2 and
a Sobolev embedding theorem (e.g., Thm. 5.4 in [1], Cor. 9.1, p. 46, inVol. 1 of [33])

(3.6) H1p0, T ;H3pΩqq ãÑ C0pr0, T s; C1pΩqq,

if the initial conditions verify

(3.7) v
p2q
` pt “ 0q P H4pΩq, w

p2q
` pt “ 0q P H3pΩqk, and z

p2q
` pt “ 0q P H3pΩqm.

Remark 3.2. We imposed a regularity H3pΩq in the assumption (3.2), in order to guarantee the H3-
regularity for the concentration variables z.

By Theorem 3.1, we can readily derive the uniqueness in the inverse problem.

Corollary 3.1. Under the same assumptions as in Theorem 3.1 and if

(3.8) pv
p1q
` px, t0q,w

p1q
` px, t0q, z

p1q
` px, t0qq “ pv

p2q
` px, t0q,w

p2q
` px, t0q, z

p2q
` px, t0qq, x P Ω,

(3.9) v
p1q
` px, tq “ v

p2q
` px, tq, in ω ˆ p0, T q,

for ` “ 1, . . . , N , then %̄p1q “ %̄p2q in Ω.

Since the number of the unknown coefficients is N , it is natural to expect that N -times observations
can yield the Lipschitz stability. As is stated in Theorem 3.1, our tool is an L2-weighted estimate called
Carleman estimate.

As for inverse problems of determining coefficients in parabolic equations, we refer to Elayyan and
Isakov [12], Imanuvilov and Yamamoto [20]-[21], Isakov [23], Isakov and Kindermann [24], Ivanchov [25],
Klibanov [29], Klibanov and Timonov [30], Yamamoto and Zou [44]. In particular, in [36, 5], determination
problems for principal parts are discussed. In those existing papers, the determination of a single coefficient
is discussed, while here we consider an inverse problem for the identification of multiple coefficients based
on a finite set of observations. Our formulation is with a finite number of observations and this kind of in-
verse problems was firstly solved by Bukhgeim and Klibanov [7] whose methodology is based on Carleman
estimates. For similar inverse problems for other equations, we refer to Bellassoued [3], Bellassoued and
Yamamoto [4], Imanuvilov and Yamamoto [21], [22], Isakov [23], Khaidarov [27] , Klibanov [28]-[29],
Klibanov and Timonov [30], Klibanov and Yamamoto [31], Yamamoto [43].

4. GLOBAL CARLEMAN INEQUALITY FOR REACTION-DIFFUSION SYSTEM

In this section, we give Carleman estimate for the reaction-diffusion model. This Carleman estimate
would be used later for the stability and uniqueness of the solution of the parameter identification problem.
We are interested in identifying the parameters %̄i, i “ 1, . . . , N , where %̄i is the maximal conductance
associated with the ith current.

We first have to define the weight function that we will use. This weight is fundamental in the sense that,
roughly speaking, information will propagate in space along the gradient lines of this function.

4.1. Weight functions. Let ω be a subdomain of Ω. We have the following

Lemma 4.1. Let ω0 be an open set such that ω0 Ă ω. Then, under the symmetric hypothesis on σ and
(2.11), there exists a function β P C2pΩq such that

βpxq ą 0 @x P Ω , β|BΩ “ 0 and |∇βpxq| ą 0 @x P Ωzω0.

Moreover, we have

(4.1) σpxq∇βpxq ¨ νpxq ď 0, x P BΩ.
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The proof of Lemma 4.1 is given in [18].

Remark 1. The construction of the function β uses Morse functions and the associated approximation
theorem, such a weight function is introduced in [17].

We will now use the function β given by Lemma 4.1 to build new weight functions. Let λ be a sufficiently
large positive constant that only depends on Ω and ω. For t P p0, T q we introduce the following functions:

(4.2) ϕpx, tq “
eλβpxq

tpT ´ tq
, ηpx, tq “

e2λ}β}8 ´ eλβpxq

tpT ´ tq
,

and

(4.3) ϕpx, tq “
e´λβpxq

tpT ´ tq
, ηpx, tq “

e2λ}β}8 ´ e´λβpxq

tpT ´ tq
.

Notice that

(4.4) ηpx, tq ď ηpx, tq @ px, tq P Q.

We now have for every λ ą 0 the following properties which will be helpful for our calculations

(4.5) ∇ϕ “ λϕ∇β , ∇η “ ´λϕ∇β,

(4.6) ∇ϕ “ ´λϕ∇β , ∇η “ λϕ∇β .

(4.7) 1 ď p
T

2
q2ϕ ; ϕ ď p

T

2
q2ϕ2 ; ϕ ď p

T

2
q4ϕ3,

(4.8) |Btϕ| ď Tϕ2 ,
ˇ

ˇB2
ttϕ

ˇ

ˇ ď 2T 2ϕ3,

(4.9) |Btη| ď Tϕ2 ,
ˇ

ˇB2
ttη

ˇ

ˇ ď 2T 2ϕ3.

We can notice that η tends rapidly to `8 when t Ñ T or t Ñ 0 but that η is uniformly bounded in
Ω ˆ rδ, T ´ δs if δ ą 0. Our last weight function will depend on a second parameter s and will be of the
form e´sηpx,tq. We can see that, for fixed s, this function tends very rapidly to 0 when tÑ T or tÑ 0.

4.2. Global Carleman inequality for parabolic equation. Let G1 P L
2pQq and u P H1p0, T ;L2pΩqq X

L2p0, T ;H2pΩqq satisfy the following parabolic equation

(4.10) Btu´ divpσ∇uq “ G1, in Q,

with the boundary condition

(4.11) σ∇u ¨ ν “ 0, on Σ.

We can now state the global Carleman inequality.

Theorem 4.1. Suppose that σ satisfy the condition (2.11). Then, there exists λ0 “ λ0pΩ, ωq ě 1, s0 “

s0pλ0, T q ą 1 and a positive constant C0 “ C0pΩ, ω, T q such that, for any λ ě λ0 and any s ě s0, the
following estimate holds

}e´sηpsϕq´1{2Btu}
2
2 ` }e

´sηpsϕq´1{2divpσ∇uq}22 ` s3λ4}e´sηϕ3{2u}22 ` sλ
2}e´sηϕ1{2∇u}22

ď C

ˆ

}e´sηG1}
2
2 ` s

3λ4

ż

Qω

e´2sηϕ3 |u|2 dx dt` sλ2

ż

Qω

e´2sηϕ |∇u|2 dx dt
˙

,(4.12)

for any u solution to (4.10)-(4.11) and where } ¨ }2,is the L2pQq´ norm.



10 YASSINE ABIDI1, MOURAD BELLASSOUED1, MONCEF MAHJOUB1 AND NEJIB ZEMZEMI2

Proof. The proof of Theorem 4.1 is very much technical. We gives a sketch of proof that is done by steps,
following [36].

Step 1. For s ą 0, we define ψ “ e´sηu, we replace in equation (4.10) u by esηψ, and we multiply the
equation by e´sη, we then obtain,

(4.13) e´sη pBtpe
sηψq ´ divpσ∇pesηψqqq “ e´sηG1px, tq.

By computing (4.13), we obtain an equality with the following symmetric and anti-symmetric operators

(4.14) L1pψpx, tqq ` L2pψpx, tqq “ F1pψpx, tqq, px, tq P Q,

where

(4.15) L1pψq “ sBtηψ ´ s
2λ2ϕ2 |∇β|2σ ψ ´ divpσ∇ψq,

(4.16) L2pψq “ 2sλ2ϕ |∇β|2σ ψ ` Btψ ` 2sλϕσ∇β∇ψ,

(4.17) F1pψq “ e´sηG1px, tq ´ sλϕdivpσ∇βqψ ` sλ2ϕ |∇β|2σ ψ.

Besides, by virtue of (4.2) and properties of η we have

(4.18) ψpx, 0q “ ψpx, T q “ 0.

Applying the L2pQq norm on equation (4.14), we obtain

(4.19) }L1pψq}
2
2 ` }L2pψq}

2
2 ` 2pL1pψq, L2pψqq “ }F1pψq}

2
2,

where p., .q denotes the scalar product in L2pQq.
In virtue of (4.15) and (4.16), let us compute the scalar product in the left hand side of (4.19), we get

pL1pψq, L2pψqq “
3
ÿ

i,j“1

Iij .(4.20)

In (4.20), all the terms Iij represent the scalar products of the three terms in L1pψq by the three terms in
L2pψq.

Similarely, by defining ψ “ e´sηu, replacing u by esηψ in equation (4.10) and by multiplying the
equation by e´sη, we obtain

(4.21) L1pψpx, tqq ` L2pψpx, tqq “ F 1pψpx, tqq, in px, tq P Q,

where

(4.22) L1pψq “ sBtηψ ´ s
2λ2ϕ2 |∇β|2σ ψ ´ divpσ∇ψq,

(4.23) L2pψq “ 2sλ2ϕ |∇β|2σ ψ ` Btψ ´ 2sλϕσ∇β∇ψ,

(4.24) F 1pψq “ e´sηG1 ` sλϕdivpσ∇βqψ ` sλ2ϕ |∇β|2σ ψ.

Hence, we obtain the scalar products

pL1pψq, L2pψqq “
3
ÿ

i,j“1

Iij .(4.25)

In (4.25), all the terms Iij represent the scalar products of the three terms in L1pψq by the three terms in
L2pψq.
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Step 2. In the sequel, by C we mean various constants independent of s, λ and T as we want to keep
track of the powers of s, λ and T involved. In order to organize the calculations, we will give particular
importance to terms

J1 “ s3λ4

ż

Q
ϕ3 |ψ|2 dx dt, and J2 “ sλ2

ż

Q
ϕ |∇ψ|2 dx dt .

From the definitions of ϕ, ϕ, η and η we have

(4.26) ϕ ď ϕ, η ď η, and
ˇ

ˇψ
ˇ

ˇ ď |ψ| , in Q.

Additionally, since we have ψ “ e´spη´ηqψ, we obtain

(4.27)
ˇ

ˇ∇ψ
ˇ

ˇ ď Cp|∇ψ| ` sλϕ |∇β|
ˇ

ˇψ
ˇ

ˇq ď Cp|∇ψ| ` sλϕ |ψ|q,

where the constant c depends only on β.
In addition, due to hypothesis on β of Lemma 4.1, we use that

|BiσijσklBkβ| ď CpΩ, ωq,(4.28)
|σijBjpσklBkβq| ď CpΩ, ωq,(4.29)
|divpσ∇βq| ď CpΩ, ωq,(4.30)
|σklBlσijBkβ| ď CpΩ, ωq,(4.31)
|σijBjβBiβ| ď CpΩ, ωq.(4.32)

Using Green formula, some terms Ii,j and Ii,j would be absorbed by J1 and J2, then by summing them and
using the fondamental properties of the function β given by Lemma 4.1, we obtain

(4.33) }L1pψq}
2
2 ` }L2pψq}

2
2 ` s

3λ4

ż

Q
ϕ3 |ψ|2 dx dt` sλ2

ż

Q
ϕ |∇ψ|2 dx dt

ď 2}e´sηG1}
2
2 ` C

ˆ

s3λ4

ż

Qω

ϕ3 |ψ|2 dx dt` sλ2

ż

Qω

ϕ |∇ψ|2 dx dt
˙

.

Step 3. Back to the original variable u, we deduce the result of Theorem 4.1.
This complete the proof of (4.12).

In order to prove Theorem 3.1, we need the following lemma to estimate the gaiting variable w and the
ionic concentration z.

Lemma 4.2. Let t0 “ T {2. There exists C ą 0 such that the following estimate
(4.34)
ż

Q
e´2sηpx,tq |upx, tq|2 dx dt ď C

ˆ
ż

Q
e´2sηpx,tq |upx, t0q|

2 dx dt`
1

s

ż

Q
e´2sηpx,tq |Btupx, tq|

2 dx dt

˙

,

holds for any u P H1p0, T ;L2pΩqq and any s ą 0 .

Proof. By Cauchy-Schwarz inequality, we obtain
ż

Q

ˇ

ˇ

ˇ

ˇ

ż t

t0

Btupx, τqdτ

ˇ

ˇ

ˇ

ˇ

2

e´2sηpx,tqdx dt ď

ż

Q

ˆ
ż t

t0

|Btupx, τq|
2 dτ

˙

pt´ t0qe
´2sηpx,tqdx dt.

Using the fact that

(4.35) Btηpx, tq “
2pt´ t0q

t2pT ´ tq2
pe2λ}β}8 ´ eλβq,
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then, we get

(4.36)
ż

Q

ˇ

ˇ

ˇ

ˇ

ż t

t0

Btupx, τqdτ

ˇ

ˇ

ˇ

ˇ

2

e´2sηpx,tqdx dt ď C

ż

Q

ˆ
ż t

t0

|Btupx, τq|
2 dτ

˙

Btηpx, tqe
´2sηpx,tqdx dt

“ ´
C

2s

ż

Q

ˆ
ż t

t0

|Btupx, τq|
2 dτ

˙

Btpe
´2sηpx,tqqdx dt.

By noting that e´2sηpx,T q “ e´2sηpx,0q “ 0, the integration by parts with respect to the time variable implies
that the right hand side of (4.36) is equal to

(4.37)
C

2s

ż

Q
|Btupx, tq|

2 e´2sηpx,tqdx dt.

We write

(4.38) |upx, tq|2 ď Cp|upx, tq ´ upx, t0q|
2
` |upx, t0q|

2
q,

then, we deduce that

(4.39)
ż

Q
e´2sηpx,tq |upx, tq|2 dx dt ď C

ż

Q
e´2sηpx,tq

˜

ˇ

ˇ

ˇ

ˇ

ż t

t0

Btupx, τqdτ

ˇ

ˇ

ˇ

ˇ

2

` |upx, t0q|
2

¸

dx dt

ď C

ˆ
ż

Q
e´2sηpx,tq |upx, t0q|

2 dx dt`
1

s

ż

Q
e´2sηpx,tq |Btupx, tq|

2 dx dt

˙

.

Thus, the proof of Lemma 4.2 is completed.

5. STABILITY ESTIMATE OF CONDUCTANCES PARAMETERS

This section is devoted to proof Theorem 3.1. The idea of the proof is based on the Carleman estimate
methode.

5.1. Linearized problem. In this section, we discuss a linearized inverse problem of determining %̄. We
consider the solutions pvpnq,wpnq, zpnqq, n “ 1, 2, to the following systems

(5.1)

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Btv
pnq ´ divpσ∇vpnqq “ Iapp ` Iionp%̄

pnq, vpnq,wpnq, zpnqq in Q,

Btw
pnq “ F pvpnq,wpnqq in Q,

Btz
pnq “ Gp%̄pnq, vpnq,wpnq, zpnqq in Q,

σ∇vpnq ¨ ν “ 0 on Σ,

and we consider the difference

(5.2) v “ vp1q ´ vp2q, w “ wp1q ´wp2q, z “ zp1q ´ zp2q, %̄ “ %̄p1q ´ %̄p2q.

Then, pv,w, zq is solution to the following problem

(5.3)

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

Btv ´ divpσ∇vq “ hp%̄p1q, %̄p2q, vp1q,wp1q, zp1q, vp2q,wp2q, zp2qq in Q,

Btw “ Φpvp1q,wp1q, vp2q,wp2qq in Q,

Btz “ Ψpvp1q,wp1q, zp1q, vp2q,wp2q, zp2qq in Q,

σ∇v ¨ ν “ 0 on Σ.
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Here
(5.4)

hp%̄p1q, %̄p2q, vp1q,wp1q, zp1q, vp2q,wp2q, zp2qq “ Iionp%̄
p1q, vp1q,wp1q, zp1qq ´ Iionp%̄

p2q, vp2q,wp2q, zp2qq

“ SJpvp2q,wp2q, zp2qq ¨ %`Rpvp1q,wp1q, zp1q, vp2q,wp2q, zp2qq,

where S “ pSiq1ďiďN with
(5.5)

Sipv
p2q,wp2q, zp2qq “ yipv

p2qqpvp2q ´ Eipz
p2qqq

k
ź

j“1

pw
p2q
j q

pj,i , i “ 1, . . . , N, wp2q “ pw
p2q
1 , . . . , w

p2q
k q,

and

(5.6) Rpvp1q,wp1q, zp1q, vp2q,wp2q, zp2qq “ Iionp%̄
p1q, vp1q,wp1q, zp1qq ´ Iionp%̄

p1q, vp2q,wp2q, zp2qq.

In (5.4), J represent the transpose of any matrix and the expression SJpvp2q,wp2q, zp2qq ¨ % is the Euclidian
scalar products of the row vector SJ and the colon vector % :“ p%iq1ďiďN formed by the ionic parameters
%i.
Finally the functions Φ and Ψ are respectively given by

Φpvp1q,wp1q, vp2q,wp2qq “ F pvp1q,wp1qq ´ F pvp2q,wp2qq,(5.7)

Ψpvp1q,wp1q, zp1q, vp2q,wp2q, zp2qq “ Gp%̄p1q, vp1q,wp1q, zp1qq ´Gp%̄p2q, vp2q,wp2q, zp2qq.(5.8)

In the next we denote

(5.9) Rpx, tq “ Rpvp1q,wp1q, zp1q, vp2q,wp2q, zp2qqpx, tq, Spx, tq “ SJpvp2q,wp2q, zp2qqpx, tq,

and

(5.10) hpx, tq “ hp%̄p1q, %̄p2q, vp1q,wp1q, zp1q, vp2q,wp2q, zp2qq :“ SJpx, tq ¨ %pxq `Rpx, tq.

Let p “ Btv and we consider the time derivative of the first equation of the system (5.3)

(5.11) Btp´ divpσ∇pq “ f in Q,

with the boundary condition

(5.12) σ∇p ¨ ν “ 0 on Σ,

where

(5.13) fpx, tq “ Bthpx, tq “ BtS
Jpx, tq ¨ %̄pxq ` BtRpx, tq, px, tq P Q.

The vector functions SJ and the function R are defined in (5.5) and (5.6) respectively. First, we evaluate the
first equation (5.11) at a fixed time t0 such that 2t0 “ T

(5.14) ppx, t0q ´ divpσ∇vpx, t0qq ´ SJpx, t0q ¨ %̄´Rpx, t0q “ 0.

Then, we integrate over Ω the square of (5.14) with the weight function e´2sηpx,t0q, we obtain

(5.15)
ż

Ω
e´2sηpx,t0q

ˇ

ˇSJpx, t0q ¨ %̄pxq
ˇ

ˇ

2
dx ď C

ˆ
ż

Ω
e´2sηpx,t0q |ppx, t0q|

2 dx

`

ż

Ω
e´2sηpx,t0q |divpσ∇vpx, t0qq|2 dx`

ż

Ω
e´2sηpx,t0q |Rpx, t0q|

2 dx

˙

ď C

ˆ
ż

Ω
e´2sηpx,t0q |ppx, t0q|

2 dx`

ż

Ω
e´2sηpx,t0q |Rpx, t0q|

2 dx` }vp¨, t0q}
2
H2pΩq

˙

.

In order to estimate the second term in the RHS of (5.15), we need the following lemma:
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Lemma 5.1. Let pvpnq,wpnq, zpnqq, n “ 1, 2, the solutions of (5.1). Then there exist a constant C ą 0 such
that the following estimates hold

(5.16) |Rpx, tq|2 ď C
´

|vpx, tq|2 ` |wpx, tq|2 ` |zpx, tq|2
¯

,

and

(5.17) |BtRpx, tq|
2
ď C

1
ÿ

s“0

´

|Bst vpx, tq|
2
` |Bstwpx, tq|

2
` |Bst zpx, tq|

2
¯

.

Here, pv,w, zq is given by (5.2).

Proof. By a computation, we have

Rpx, tq “

N
ÿ

i“1

%̄i
p1q

k
ź

j“1

pw
p2q
j q

pj,i
´

yipv
p1qqvp1q ´ yipv

p2qqvp2q
¯

`

N
ÿ

i“1

%̄i
p1q

¨

˝

maxj pj,i
ÿ

s“1

ÿ

|α|“s

pwp1q ´wp2qqα

α!
Pi,αpwp2qq

˛

‚yipv
p1qqvp1q

`

N
ÿ

i“1

%̄i
p1q

˜

k
ź

j“1

pw
p1q
j q

pj,iyipv
p1qq

´

Eipz
p2qq ´ Eipz

p1qq

¯

¸

´

N
ÿ

i“1

%̄i
p1q

¨

˝

maxj pj,i
ÿ

s“1

ÿ

|α|“s

pwp1q ´wp2qqα

α!
Pi,αpwp2qq

˛

‚yipv
p2qqEipz

p2qq

´

N
ÿ

i“1

%̄i
p1q

k
ź

j“1

pw
p1q
j q

pj,i
´

yipv
p1qq ´ yipv

p2qq

¯

Eipz
p2qq,(5.18)

where

Pi,αpξq “
B|α|

Bξα

˜

k
ź

j“1

ξ
pj,i
j

¸

, ξ “ pξ1, . . . , ξkq P Rk.

By (5.18), we have

|Rpx, tq|2 ď C
N
ÿ

i“1

ˆ

ˇ

ˇ

ˇ
yipv

p1qqvp1q ´ yipv
p2qqvp2q

ˇ

ˇ

ˇ

2
`

ˇ

ˇ

ˇ
yipv

p1qq ´ yipv
p2qq

ˇ

ˇ

ˇ

2

`

maxj pj,i
ÿ

s“1

ˇ

ˇ

ˇ
wp1q ´wp2q

ˇ

ˇ

ˇ

2s
`

ˇ

ˇ

ˇ
Eipz

p2qq ´ Eipz
p1qq

ˇ

ˇ

ˇ

2
¸

.

Back to estimate (5.16), we can show that

ˇ

ˇ

ˇ
Eipz

p2qq ´ Eipz
p1qq

ˇ

ˇ

ˇ

2
“ |γ̄i|

ˇ

ˇ

ˇ

ˇ

ˇ

log

˜

ze

z
p2q
i

¸

´ log

˜

ze

z
p1q
i

¸ˇ

ˇ

ˇ

ˇ

ˇ

2

ď C
ˇ

ˇ

ˇ
logpz

p1q
i q ´ logpz

p2q
i q

ˇ

ˇ

ˇ

2
ď C |zi|

2 ,(5.19)

and
ˇ

ˇ

ˇ
yipv

p1qqvp1q ´ yipv
p2qqvp2q

ˇ

ˇ

ˇ

2
ď C |v|2 ,(5.20)
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since z ÞÑ log z and v ÞÑ yipvqv are Lipschitz functions. Then

|Rpx, tq|2 ď C

˜

|vpx, tq|2 `

maxj pj,i
ÿ

s“1

|wpx, tq|2s ` |zpx, tq|2

¸

.(5.21)

Using the fact that |wjpx, tq| ď 1, we deduce

(5.22) |Rpx, tq|2 ď C
´

|vpx, tq|2 ` |wpx, tq|2 ` |zpx, tq|2
¯

.

To prove inequality (5.17), we use

(5.23)

|BtR|
2
ď C

N
ÿ

i“1

ˆ

ˇ

ˇ

ˇ
yipv

p1qqvp1q ´ yipv
p2qqvp2q

ˇ

ˇ

ˇ

2
`

ˇ

ˇ

ˇ
Btpyipv

p1qqvp1q ´ yipv
p2qqvp2qq

ˇ

ˇ

ˇ

2
`

ˇ

ˇ

ˇ
yipv

p1qq ´ yipv
p2qq

ˇ

ˇ

ˇ

2

`

ˇ

ˇ

ˇ
Btpyipv

p1qq ´ yipv
p2qqq

ˇ

ˇ

ˇ

2
`

maxj pj,i
ÿ

s“1

ˇ

ˇ

ˇ
wp1q ´wp2q

ˇ

ˇ

ˇ

2s
` |Btp

maxj pj,i
ÿ

s“1

ÿ

|α|“s

pwp1q ´wp2qqα q|
2

`

ˇ

ˇ

ˇ
Eipz

p1qq ´ Eipz
p2qq

ˇ

ˇ

ˇ

2
`

ˇ

ˇ

ˇ
BtpEipz

p2qq ´ Eipz
p1qqq

ˇ

ˇ

ˇ

2
˙

.

By (2.13), (2.14) and Lemma 2.2, we deduce that
ˇ

ˇ

ˇ
BtpEipz

p1qq ´ Eipz
p2qqq

ˇ

ˇ

ˇ

2
“ |γi|

ˇ

ˇ

ˇ
Btplog z

p1q
i ´ log z

p2q
i q

ˇ

ˇ

ˇ

2

“ |γi|

ˇ

ˇ

ˇ

ˇ

ˇ

Btz
p1q
i

z
p1q
i

´
Btz

p2q
i

z
p2q
i

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ |γi|

ˇ

ˇ

ˇ

ˇ

ˇ

Btpz
p1q
i ´ z

p2q
i q

z
p1q
i

`
Btz

p2q
i

z
p1q
i

´
Btz

p2q
i

z
p2q
i

ˇ

ˇ

ˇ

ˇ

ˇ

2

“ |γi|

ˇ

ˇ

ˇ

ˇ

ˇ

Btzi

z
p1q
i

´
ziBtz

p2q
i

z
p1q
i z

p2q
i

ˇ

ˇ

ˇ

ˇ

ˇ

2

ď C
´

|Btzi|
2
` |zi|

2
¯

,(5.24)

and
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Btp

maxj pj,i
ÿ

s“1

ÿ

|α|“s

pwp1q ´wp2qqαq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

“

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

maxj pj,i
ÿ

s“1

ÿ

|α|“s

Btp

k
ź

j“1

pw
p1q
j ´ w

p2q
j q

αj q

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

ď C

maxj pj,i
ÿ

s“1

ÿ

|α|“s

k
ÿ

j“1

ˇ

ˇ

ˇ
Btpw

p1q
j ´ w

p2q
j q

ˇ

ˇ

ˇ

2

ď C |Btw|
2 ,(5.25)

and
ˇ

ˇ

ˇ
Btpyipv

p1qqvp1q ´ yipv
p2qqvp2qq

ˇ

ˇ

ˇ

2
“

ˇ

ˇ

ˇ
Btv

p1qpy1ipv
p1qqvp1q ` yipv

p1qqq ´ Btv
p2qpy1ipv

p2qqvp2q ` yipv
p2qqq

ˇ

ˇ

ˇ

2

“

ˇ

ˇ

ˇ
pBtv

p1q ´ Btv
p2qqpy1ipv

p1qqvp1q ` yipv
p1qqq

` Btv
p2qpy1ipv

p1qqvp1q ´ y1ipv
p2qqvp2q ` yipv

p1qq ´ yipv
p2qqq

ˇ

ˇ

ˇ

2

ď Cp|v|2 ` |Btv|
2
q.(5.26)
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Here, we have used that yipvq is a C8 function with respect to the variable v and then is locally Lipschitz
since v is bounded. Similarly for the function yipvqv. The proof is complete.

We integrate on Ω (5.16) for t “ t0 with the weight function e´2sηpx,t0q, we obtain

(5.27)
ż

Ω
e´2sηpx,t0q |Rpx, t0q|

2 dx ď C
´

}e´sηpx,t0qvpx, t0q}
2
L2pΩq ` }e

´sηpx,t0qwpx, t0q}
2
L2pΩqk

`}e´sηpx,t0qzpx, t0q}
2
L2pΩqm

¯

.

and we deduce the following Lemma.

Lemma 5.2. Let pvpnq,wpnq, zpnqq, n “ 1, 2, the solutions of (5.1). Then there exist a constant C ą 0 such
that the following estimates hold

(5.28)
ż

Ω
e´2sηpx,t0q |Rpx, t0q|

2 dx ď C
´

}vpx, t0q}
2
L2pΩq ` }wpx, t0q}

2
L2pΩqk ` }zpx, t0q}

2
L2pΩqm

¯

,

for any s ą 0.

The next part is devoted to estimate the first term in the RHS of (5.15).

Lemma 5.3. Let ω0 be an open subdomain of Ω. There exists constants λ˚, s˚ and C ą 0 such that for any
s ě s˚ and any λ ě λ˚, the following estimate holds

(5.29)
ż

Ω
e´2sηpx,t0q |ppx, t0q|

2 dx ď
C

s
}e´sηf}2L2pQq ` Cλ2

ż

Qω0

e´2sη
´

s2ϕ3 |p|2 ` ϕ |∇p|2
¯

dx dt.

Proof. We have

K1 “

ż

Ω
e´2sηpx,t0q |ppx, t0q|

2 dx “

ż t0

0

ż

Ω

d

dt
pe´2sηpx,tq |p|2qdx dt

“

ż t0

0

ż

Ω

´

´2sBtηpx, tq |p|
2
` 2pBtp

¯

e´2sηpx,tqdx dt.(5.30)

Besides, from (4.9) and using Young inequality, we have
ˇ

ˇ

ˇ
´2sBtηpx, tq |p|

2
` 2pBtp

ˇ

ˇ

ˇ
ď 2s |Btηpx, tq| |p|

2
` 2 |p| |Btp|

ď C
´

sϕ2 |p|2 ` 2psϕ1{2 |p|qps´1ϕ´1{2 |Btp|
¯

ď C
´

sϕ2 |p|2 ` s2ϕ |p|2 ` s´2ϕ´1 |Btp|
2
¯

ď C
´

s2ϕ2 |p|2 ` s´2ϕ´1 |Btp|
2
¯

.(5.31)

Then, we apply the Carleman inequality given in Theorem 4.1 satisfied by p, we obtain that for s and λ
sufficiently large

K1 ď
C

s
}e´sηf}2L2pQq ` C

`

s2λ4

ż

Qω0

e´2sηϕ3 |p|2 dx dt` λ2

ż

Qω0

e´2sηϕ |∇p|2 dx dt
˘

.

This completes the proof.

Lemma 5.4. There exist C ą 0 such that the following estimate

(5.32) }e´sηf}2L2pQq ď C
´

ż

Q
e´2sηp

ˇ

ˇBtS
J ¨ %̄

ˇ

ˇ

2
` |v|2 ` |p|2 ` |w|2 ` |Btw|

2
` |z|2 ` |Btz|

2
qdx dt

¯

,

holds for any s ą 0.
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Proof. Using the definition of f “
N
ÿ

i“1

pBtSq
J
i %̄i ` BtR, and taking into account (5.17), we get

(5.33) }e´sηf}2L2pQq ď C

ż

Q
e´2sηp

ˇ

ˇBtS
J ¨ %̄

ˇ

ˇ

2
` |v|2 ` |p|2 ` |w|2 ` |Btw|

2
` |z|2 ` |Btz|

2
qdx dt.

The proof is complete.

Lemma 5.5. There exists constants λ˚, s˚ and C ą 0 such that for any s ě s˚ and any λ ě λ˚, the
following estimate holds

(5.34) }e´sηf}2L2pQq ď C
´

ż

Q
e´2sηp

ˇ

ˇBtS
J ¨ %̄

ˇ

ˇ

2
`
ˇ

ˇSJ ¨ %̄
ˇ

ˇ

2
` |%̄|2qdx dt

` sλ2

ż

Qω0

e´2sηps2λ2ϕ3 |v|2 ` ϕ |∇v|2qdx dt

` λ2

ż

Qω0

e´2sηps´2ϕ |∇p|2 ` λ2ϕ3 |p|2qdx dt` }wp., t0q}
2
L2pΩqk ` }zp., t0q}

2
L2pΩqm

¯

.

Proof. We apply again the Carleman inequality given in Theorem 4.1 satisfied by p “ Btv,

(5.35)
ż

Q
e´2sη |p|2 dx dt ď C

˜

s´3}e´sηf}2L2pQq ` λ
2

ż

Qω0

e´2sηpλ2ϕ3 |p|2 ` s´2ϕ |∇p|2qdx dt

¸

.

Let us now estimate the following terms

I1 “

ż

Q
e´2sη |Btw|

2 dx dt and I2 “

ż

Q
e´2sη |Btz|

2 dx dt.

From system (5.3) and (5.7), we have

(5.36) Btwj “ Φjpv
p1q, w

p1q
j , vp2q, w

p2q
j q “ Fjpv

p1q, w
p1q
j q ´ Fjpv

p2q, w
p2q
j q, @j “ 1, . . . , k.

Since the function Fj : R2 Ñ R is locally Lipschitz continuous, we have

(5.37) I1 “

ż

Q
e´2sη |Btw|

2 dx dt ď C

ż

Q
e´2sηp|v|2 ` |w|2qdx dt.

Now, from (5.8) and (2.7), we have

(5.38) |Btzi|
2
ď Cp

ˇ

ˇ

ˇ
Hipv

p1q,wp1q, zp1qq ´Hipv
p2q,wp2q, zp2qq

ˇ

ˇ

ˇ

2

`

ˇ

ˇ

ˇ
Jip%̄

1, vp1q,wp1q, log z
p1q
i q ´ Jip%̄

2, vp2q,wp2q, log z
p2q
i q

ˇ

ˇ

ˇ

2
q

ď Cp|v|2 ` |w|2 ` |z|2 ` |%̄|2q,

since vj P L8pQq, wp2q P L8pQqk, log zp2q P L8pQqm, and the fact that the ionic curent Ji is locally
Lipschitz. Then

(5.39) I2 “

ż

Q
e´2sη |Btz|

2 dx dt ď C

ż

Q
e´2sηp|v|2 ` |w|2 ` |z|2 ` |%̄|2qdx dt.
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Substituting (5.35), (5.37), (5.39) in (5.33), we obtain

(5.40) }e´sηf}2L2pQq ď C

ˆ
ż

Q
e´2sηp

ˇ

ˇBtS
J ¨ %̄

ˇ

ˇ

2
` |%̄|2 ` |v|2 ` |w|2 ` |z|2qdx dt

`λ2

ż

Qω0

e´2sηps´2ϕ |∇p|2 ` λ2ϕ3 |p|2qdx dt

¸

.

Using Lemma 4.2, we get
ż

Q
e´2sη |w|2 dx dt ď C

ż

Q
e´2sηp|wpx, t0q|

2
` s´1 |Φpx, tq|2qdx dt.(5.41)

Using the Carleman inequality given by Theorem 4.1 for the estimation of |v|2, using lemma 4.2 for |z|2

and the estimation (5.41), we get, for s and λ large enough

(5.42) }e´sηf}2L2pQq ď C
´

ż

Q
e´2sηp|h|2 ` |Φ|2 ` |Ψ|2qdx dt` }wp., t0q}

2
L2pΩqk ` }zp., t0q}

2
L2pΩqm

` sλ2

ż

Qω0

e´2sηps2λ2ϕ3 |v|2 ` ϕ |∇v|2qdx dt` λ2

ż

Qω0

e´2sηps´2ϕ |∇p|2 ` λ2ϕ3 |p|2qdx dt

`

ż

Q
e´2sηp

ˇ

ˇBtS
J ¨ %̄

ˇ

ˇ

2
` |%̄|2qdx dt

¯

.

Setting D :“

ż

Q
e´2sηp|h|2`|Φ|2`|Ψ|2qdx dt, and using the estimates (5.37), (5.39), we obtain, for s and

λ large enough

D ď C

ż

Q
e´2sηp

ˇ

ˇSJ ¨ %̄
ˇ

ˇ

2
` |v|2 ` |w|2 ` |z|2qdx dt,(5.43)

since vj P L8pQq, wp2q P L8pQqk, log zp2q P L8pQqm. Using again the Carleman inequality given by
Theorem 4.1 to |v|2 and using Lemma 4.2 to |w|2, we get, for s and λ large enough

(5.44) D ď C

ż

Q
e´2sηp

ˇ

ˇSJ ¨ %̄
ˇ

ˇ

2
` |%̄|2qdx dt` C

˜

λ2

ż

Qω0

e´2sηpλ2ϕ3 |v|2 ` s´2ϕ |∇v|2qdx dt

¸

` }wp., t0q}
2
L2pΩqk ` }zp., t0q}

2
L2pΩqm .

Substituting (5.44) in (5.42), we obtain

(5.45) }e´sηf}2L2pQq ď C
´

ż

Q
e´2sηp

ˇ

ˇSJ ¨ %̄
ˇ

ˇ

2
` |%̄|2 `

ˇ

ˇBtS
J ¨ %̄

ˇ

ˇ

2
qdx dt` s3λ4

ż

Qω0

e´2sηϕ3 |v|2 dx dt

` sλ2

ż

Qω0

e´2sηϕ |∇v|2 dx dt` s´2λ2

ż

Qω0

e´2sηϕ |∇p|2 dx dt` λ4

ż

Qω0

e´2sηϕ3 |p|2 dx dt

` }wp., t0q}
2
L2pΩqk ` }zp., t0q}

2
L2pΩqm

¯

.

This complete the proof.
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5.2. End of the proof of Theorem 3.1. Then, inserting these above inequalities (5.28), (5.29) and (5.34)
in (5.15), it yields

(5.46)
ż

Ω
e´2sηpx,t0q

ˇ

ˇSJpx, t0q ¨ %̄pxq
ˇ

ˇ

2
dx ď C

´

s´1

ż

Q
e´2sη |%̄pxq|2 dx dt` }v}2H1p0,T ;H1pω0qq

` }vp¨, t0q}
2
H2pΩq ` }wp¨, t0q}

2
L2pΩqk ` }zp¨, t0q}

2
L2pΩqm

¯

.

Since vp2q` P W 1,8pQq, w
p2q
` P L8pQqk and log z2

` P L
8pQqm, ` “ 1, . . . , N . Summing up the above

estimate over ` “ 1, . . . , N , we get that

(5.47)
ż

Ω
e´2sηpx,t0q |Λpxq ¨ %̄pxq|2 dx ď C

ˆ

Ns´1

ż

Ω
e´2sηpx,t0q |%̄pxq|2 dx

`

N
ÿ

`“1

´

}v`}
2
H1p0,T ;H1pω0qq

` }v`p., t0q}
2
H2pΩq ` }w`p., t0q}

2
L2pΩqk ` }z`p., t0q}

2
L2pΩqm

¯

¸

,

where theN ˆN real matrix Λpxq “ Λpv
p2q
` px, t0q,w

p2q
` px, t0q, z

p2q
` px, t0qq, for x P Ω. Notice that we have

(5.48) }Λpxqξ}RN ě α1pxq |ξ|RN , x P Ω, ξ P RN ,

where pαjpxqq1ďjďN Ă RN` denotes the increasing sequence of the singular values of Λpxq, and |ξ|RN

stands for the Euclidian norm of ξ.

Moreover, by Sobolev embedding theorem (e.g., Thm. 5.4 in [1], Cor. 9.1, p. 46, inVol. 1 of [33]), we see
that H3pΩq Ă C1pΩq, hence vp2q` p., t0q, w

p2q
` p., t0q and log zp2q` p., t0q, ` “ 1, . . . , N , being taken in C1pΩq

thanks to Proposition 2.2. Then, α1 P C1pΩ;R`q from [26] [Thm 6.8 p. 122]. This combined with equation
(3.4), yields α0 :“ infxPΩ α1pxq ą 0. As a Consequence and by (5.48), we have

(5.49)
ż

Ω
e´2sηpx,t0q |Λpxq%̄pxq|2 dx ě α2

0

ż

Ω
e´2sηpx,t0q |%̄pxq|2 dx,

and Theorem 3.1 follows directly from this and (5.46) by choosing s so large that CNs´1 ă α2
0.

6. DISCUSSION AND CONCLUSIONS

Accurate mathematical models are a necessary step towards the development of personalized cardiac
models from a set of observed data. Most of the accurate and physiologically-detailed models are based
on the HH formalism in which the ionic current is scaled by conductance parameters. Thus, in model
personalization procedures, identifying the conductance parameters is a key point in order to be able to
accurately assimilate the data. These parameters act directly on the ionic current representing the reaction
term in the PDE. They also act directly on the concentration rate and implicitly on the gate variables. In
this work, we proved that the parameter identification inverse problem is stable under certain conditions.
These conditions have to be satisfied in order to proceed to the computational estimation. Unless, there
in no guarantee about the uniqueness of the parameters obtained in the numerical results. Our approach
is based on a new Carleman inequality for the monodomain reaction diffusion model coupled to a general
form of ordinary differential equation system. We followed the same procedure as in [36, 5] dealing with
much simpler phenomenological models. But here, the Carleman inequality that we established for the ODE
system was adapted to the formalism of the physiological ionic models. This Carleman inequality is crucial
in order to prove the global Carleman estimate for nonlinear parabolic equation coupled with the ordinary
differential system, and thus, for solving the parameter identification stability problem. Here we addressed
the problem of identifiying ion channels conductances but the same strategy could be used for the other
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parameters of the transmembrane potential model. This result is very important step in order to numerically
solve the parameters identification problem in cardiac electrophysiology because it provides the condition in
which this problem is stable. The same approach could be used for other applications in electrophysiology
such as models in cerebral, intestine and uterine electrical activity. There are still some limitations that could
be addressed in order to reach the conditions of real life applications. The first issue is that it not possible
in practice to measure observation in a subset volume of the 3D domain. Ideally observations should be
considered on a part of the accessible boundary of the domain. The second issue is that not all of the state
variables are mesurable in real life application. In general, only the electrical potential is mesurable in
clinical application. In future works, our aim is to try to solve these two open questions.

7. APPENDICES

We will make use of the following Gronwall lemma.

Lemma 7.1. (Gronwall’s lemma)
Let γ P R , φ P C1pr0, T s,Rq and f P C0pr0, T s,Rq with

φ1ptq ď γφptq ` fptq,

then

(7.1) @t P r0, T s, φptq ď eγtφp0q `

ż t

0
eγpt´sqfpsqds.

Proof of Proposition 2.1.
First we take the time derivative of equations system (2.8)

(7.2)

$

’

’

’

&

’

’

’

%

Bttv ´ divpσ∇Btvq “ BtIapp ` BtIion in Q ” Ωˆ p0, T q,

Bttw “ BtF pv,wq in Q,

Bttz “ BtGp%̄, v,w, zq in Q,

with initial condition

(7.3)

Btvpt “ 0q “ divpσ∇v0q ` Iapppt “ 0q ` Iionpt “ 0q in Ω,

Btwpt “ 0q “ F pv0, w0q in Ω,

Btzpt “ 0q “ Gp%̄, v0,w0, z0q in Ω.

Using the hypothesis v0 P H
2pΩq, w0 P L

2pΩqk and z0 P L
2pΩqm, we deduce that

(7.4) divpσ∇v0q P L
2pΩq, Iionpt “ 0q P L2pΩq,

and then Btvpt “ 0q P L2pΩq since Iapp satisfy the hypothesis (2.9). Also we deduce that

(7.5) Btwpt “ 0q P L2pΩqk, and Btzpt “ 0q P L2pΩqm.

We integrate over Ω the sum of the first equation of (7.2) multiplied by Btv, apply the divergence theorem,
and use the BC that σ∇Btv.ν “ 0 on BΩ, and of the second one multiplied by Btw and the third one
multiplied by Btz, we obtain

(7.6)

1

2

d

dt
p}Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqmq `

ż

Ω
σ∇Btv.∇Btvdx “

ż

Ω
BtvBtIappdx`

ż

Ω
BtvBtIiondx`

ż

Ω
Btw.BtF dx`

ż

Ω
Btz.BtGdx.
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First, from (2.11) we consider

(7.7)
ż

Ω
σ∇Btv.∇Btvdx ě µ

ż

Ω
|∇Btv|2 dx “ µ}∇Btv}2L2pΩq.

Second, from Cauchy-Schwarz inequality and Young inequality, we have

(7.8)
ż

Ω
BtvBtIappdx ď

1

2
p}Btv}

2
L2pΩq ` }BtIapp}

2
L2pΩqq,

since Iapp verify the condition (2.9) and thanks to Lemma 2.1, we have Btv P L2pΩq.
We write

(7.9)

BtvBtIion “
N
ÿ

i“1

%̄i |Btv|
2 y1ipvq

k
ź

j“1

w
pj,i
j pv ´ Eipzqq

`

N
ÿ

i“1

%̄iBtvyipvqp
k
ÿ

l“1

pl,iw
pl,i´1
l Btwl

ź

j‰l

w
pj,i
j qpv ´ Eipzqq

`

N
ÿ

i“1

%̄i |Btv|
2 yipvq

k
ź

j“1

w
pj,i
j `

N
ÿ

i“1

%̄iBtv
Btzi
zi
yipvq

k
ź

j“1

w
pj,i
j .

Thanks to Lemma 2.1, we have v P L8pQq, log z P L8pQqm, w P r0, 1sk and yi is C8. Applying
Cauchy-Schwarz inequality and Young inequality, we deduce from (7.8) that

(7.10)
ż

Ω
BtvBtIappdx`

ż

Ω
BtvBtIiondx ď Cp}Btv}

2
L2pΩq`}Btw}

2
L2pΩqk`}Btz}

2
L2pΩqm`}BtIapp}

2
L2pΩqq.

We recall that the function Fj given by (2.3) is C2pR2q for j “ 1, . . . , k, and then we can write

(7.11) BtFjpv, wjq “ BtvB1Fj ` BtwjB2Fj ,

where Bl is the partial derivative with respect the lth variable, l “ 1, 2. Since αj , βj are C8pRq, v P L8pQq
and wj P r0, 1s, j “ 1, . . . , k, we deduce that

(7.12) B1Fjpv, wjq “ α1pvqp1´ wjq ´ β
1pvqwj , and B2Fjpv, wjq “ ´αpvq ´ βpvq , j “ 1, . . . , k,

are bounded. Then, by Cauchy-Schwarz inequality and Young inequality, we have

(7.13)
ż

Ω
Btw.BtF dx ď Cp}Btv}

2
L2pΩq ` }Btw}

2
L2pΩqkq.

Similarly for the variable z, for i “ 1, . . . ,m, we can write

(7.14)

BtGip%̄, v,w, zq “ ´
`

BtvB2Ji `
k
ÿ

j“1

pBtwjBj`2Jiq ` Bt log ziBk`3Ji
˘

`BtvB2Hi `

k
ÿ

j“1

BtwjBj`2Hi `

m
ÿ

j“1

Bt log zjBk`2`jHi.

By hypothesis (2.6) and (2.7), we deduce that BlJi, l “ 1, . . . , k ` 3, and BlHi, l “ 1, . . . ,m ` k ` 2, are
bounded since v P L8pQq, w P r0, 1sk, z P L8pQqm and from Lemma 2.2. Then we have

(7.15)
ż

Ω
Btz.BtGdx ď Cp}Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqmq.
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Thus, substituting (7.7), (7.10), (7.13) and (7.15) in (7.6), we obtain
(7.16)
d

dt
p}Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqmq ` µ}∇Btv}

2
L2pΩq ď

Cp}Btv}
2
L2pΩq ` }Btw}

2
L2pΩqk

` }Btz}
2
L2pΩqm ` }BtIapp}

2
L2pΩqq.

Applying Gronwall Lemma (Lemma 7.1), we deduce

(7.17) }Btv}
2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqm ` µ}∇Btv}

2
L2pΩq ď C0, @t P r0, T s,

where

(7.18) C0 “ Cp}v0}H2pΩq, }w0}L2pΩqk , }z0}L2pΩqm , }Iapp}H1p0,T ;L2pΩqqq ą 0.

Thus,

(7.19) v PW 1,8p0, T ;H1pΩqq, w PW 1,8p0, T ;L2pΩqqk, and z PW 1,8p0, T ;L2pΩqqm.

Now, for t P p0, T q, we intergrate (7.16) over p0, tq, we obtain

(7.20) }Btv}
2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqm ` µ

ż t

0
}∇Btv}2L2pΩqdτ ď 2C0,

and then

(7.21)
ż T

0
}∇Btv}2L2pΩqdτ ď 2C0.

We conclude

(7.22) v P H1p0, T ;H1pΩqq.

On the other hand, we write

(7.23) divpσ∇vq “ Btv ´ Iapp ´ Iion P L8p0, T ;L2pΩqq,

then

(7.24) v P L8p0, T ;H2pΩqq.

Let us now consider the hypothesis v0 P H
3pΩq and (2.23). We have

(7.25) ∇pBtvpt “ 0qq “ ∇pdiv∇v0q `∇Iapppt “ 0q `∇Iionpv0,w0, z0q P L
2pΩq.

We multiply the first (respectively second, third) equation of (7.2) by Bttv (respectively Bttw, Bttz), we
obtain

(7.26)

|Bttv|
2
´ Bttvdivpσ∇Btvq “ BttvBtIapp ` BttvBtIion,

|Bttwj |
2
`

1

2
pαpvq ` βpvqq

d

dt
|Btwj |

2
“ BttwjBtvB1Fj , j “ 1, ¨ ¨ ¨ , k,

|Bttzi|
2
`

1

2zi
Bk`3Ji

d

dt
|Btzi|

2
“ Bttzip´BtvB2Ji ´

k
ÿ

j“1

BtwjBj`2Ji

`BtvB2Hi `

k
ÿ

j“1

BtwjBj`2Hi `

m
ÿ

j“1

Bt log zjBk`2`jHiq, i “ 1, ¨ ¨ ¨ ,m.
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We integrate over Ω, using Cauchy-Schwarz inequality and Young inequality, for j “ 1, . . . , k and i “
1, . . . ,m, we have
(7.27)

}Bttv}
2
L2pΩq `

d

dt
|∇Btv|2σ ď ε}Bttv}

2
L2pΩq ` Cεp}BtIapp}

2
L2pΩq ` }BtIion}

2
L2pΩqq,

}Bttwj}
2
L2pΩq ` Cα,β

d

dt
}Btwj}

2
L2pΩq ď ε}Bttwj}

2
L2pΩq ` Cε}Bttv}

2
L2pΩq,

}Bttzi}
2
L2pΩq ` Ci

d

dt
}Btzi}

2
L2pΩq ď ε}Bttzi}

2
L2pΩq ` Cεp}Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btzi}

2
L2pΩqq.

Here we have used two contants Cα,β, Ci ą 0 such that αpvq ` βpvq ě Cα,β and
1

zi
Bk`3Ji ě Ci.

Summing all equations in (7.27)

(7.28)
}Bttv}

2
L2pΩq ` }Bttw}

2
L2pΩqk

` }Bttz}
2
L2pΩqm `

d

dt
p|∇Btv|2σ ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqmq ď

Cp}BtIapp}
2
L2pΩq ` }BtIion}

2
L2pΩq ` }Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk

` }Btz}
2
L2pΩqmq.

Using hypothesis (7.25), for t P r0, T s, we integrate over the time interval p0, tq
(7.29)
ż t

0
p}Bttv}

2
L2pΩq ` }Bttw}

2
L2pΩqk ` }Bttz}

2
L2pΩqmqdτ ` µ}∇Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqm ď

Cp}BtIapp}
2
L2p0,T ;L2pΩqq ` }BtIion}

2
L2p0,T ;L2pΩqq ` CC0T ` Cσ}∇Btvpt “ 0q}2L2pΩqq.

Here Cσ is a non negative constant such that |∇Btvpt “ 0q|σ ď Cσ}∇Btvpt “ 0q}L2pΩq and C0 is given by
(7.18).

We deduce
(7.30)
ż T

0
p}Bttv}

2
L2pΩq ` }Bttw}

2
L2pΩqk ` }Bttz}

2
L2pΩqmq ` }∇Btv}

2
L2pΩq ` }Btw}

2
L2pΩqk ` }Btz}

2
L2pΩqm ď Cte,

then

(7.31) v P H2p0, T ;L2pΩqq, w P H2p0, T ;L2pΩqqk, and z P H2p0, T ;L2pΩqqm.

Let us now prove the regularities (2.25). Deriving equations (2.3) and (2.5) over the space variable x, we
obtain

(7.32) BtpBxwjq “ BxvB1Fj ` BxwjB2Fj , j “ 1, . . . , k,

and
(7.33)

BtpBxziq “
N
ÿ

j“1

Bx%jBjGi ` BxvBN`1Gi `
k
ÿ

j“1

BxwjBj`N`1Gi `
m
ÿ

j“1

BxzjBk`N`1`jGi, i “ 1, . . . ,m.

Without loss of generality Bx is the space derivative over one direction (here could be the first, the second
or the third dimension of the space R3).

According to Lemma 2.1, Lemma 2.2 and the hypothesis (2.5)-(2.7), there exist a constant C depending
on T , such that

(7.34) }B1Fj}
2
L2pQq ` }B2Fj}

2
L2pQq ď C, j “ 1, . . . , k,
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and
(7.35)
N
ÿ

j“1

}Bx%jBjGi}
2
L2pQq`}BN`1Gi}

2
L2pQq`

k
ÿ

j“1

}Bj`N`1Gi}
2
L2pQq`

m
ÿ

j“1

}Bk`N`1`jGi}
2
L2pQq ď C, i “ 1, . . . ,m.

Multiplying the equation (7.32) by pBxwjq, j “ 1, . . . , k, the equation (7.33) by pBxziq, i “ 1, . . . ,m,
and integrating the sum over Ω, and applying the Young inequality of the right hand side, we obtain

(7.36)
d

dt
p}Bxw}

2
L2pΩqk ` }Bxz}

2
L2pΩqmq ď Cp}Bxv}

2
L2pΩq ` }Bxw}

2
L2pΩqk ` }Bxz}

2
L2pΩqmq.

Thanks to the regularity (7.22), we have }Bxv}L2pΩq P C0r0, T s. Applying Gronwall lemma and using
hypothesis (2.23), we obtain

(7.37) }Bxw}
2
L2pΩqk ` }Bxz}

2
L2pΩqm ď Cp}Bxw0}L2pΩqk , }Bxz0}L2pΩqmq, @t P r0, T s.

Thus,

(7.38) w P L8p0, T ;H1pΩqqk, and z P L8p0, T ;H1pΩqqm.

On the other hand, from (7.32) and (7.33), we deduce

(7.39) w PW 1,8p0, T ;H1pΩqqk, and z PW 1,8p0, T ;H1pΩqqm.

The proof of Proposition 2.1 is finished.
Proof of Proposition 2.2.
Let p “ Btv. We have

(7.40) Btp´ divpσ∇pq “ BtIapp ` BtIion,
with initial condition

(7.41) ppt “ 0q “ Btvpt “ 0q “ divpσ∇v0q ` Iapppt “ 0q ` Iionpt “ 0q.

We start by showing that ppt “ 0q P H2pΩq in order to be able to apply Proposition 2.1. Using hypotheses
(2.9) and v0 P H

4pΩq, we have divpσ∇v0q P H
2pΩq. We also have Iapppt “ 0q P H2pΩq. It’s obvious that

(7.42) Iionpt “ 0q “
N
ÿ

i“1

%̄iyipv0q

k
ź

j“1

w
pj,i
0,j pv0 ´ Eipz0qq P L

2pΩq.

Thanks to hypothesis (2.12) and the fact the %̄ is bounded in H3pΩqN , there exists a constant C ą 0 such
that

(7.43)

|BxIionpt “ 0q|2 ď Cp|Bxv0|
2
` |Bxw0|

2
` |Bxz0|

2
q,

|BxyIionpt “ 0q|2 ď Cp|Bxv0|
2
` |Bxw0|

2
` |Bxz0|

2
` |Byv0|

2
` |Byw0|

2
` |Byz0|

2

` |Bxyv0|
2
` |Bxyw0|

2
` |Bxyz0|

2
q.

So, from the assumption of Proposition 2.2, and v0 P H
4pΩq, w0 P H

2pΩqk, z0 P H
2pΩqm, we deduce that

BxIionpt “ 0q and BxyIionpt “ 0q belong toL2pΩq. Thus Iionpt “ 0q P H2pΩq, and then ppt “ 0q P H2pΩq.
On the other hand, we have

(7.44) v P H1p0, T ;H1pΩqq , w PW 1,8p0, T ;H1pΩqqk, and z PW 1,8p0, T ;H1pΩqqm,

then Iion P H1p0, T ;H1pΩqq.
Applying Proposition 2.1 to deduce that the solution p verify

(7.45) p :“ Btv P H
1p0, T ;H1pΩqq.
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Thus

(7.46) divpσ∇vq “ p´ Iapp ´ Iion P H
1p0, T ;H1pΩqq,

then

(7.47) v P L2p0, T ;H3pΩqq.

Also

(7.48) divpσ∇Btvq “ Btp´ BtIapp ´ BtIion P L2p0, T ;H1pΩqq,

then

(7.49) Btv P L
2p0, T ;H3pΩqq.

Thus

(7.50) v P H1p0, T ;H3pΩqq ãÑ C0pr0, T s; C1pΩqq.

Always from Proposition 2.1, we have

(7.51)

Btv :“ p P L2p0, T ;H2pΩqq ñ v P H1p0, T ;H2pΩqq,

Btv :“ p P L8p0, T ;H2pΩqq ñ v PW 1,8p0, T ;H2pΩqq,

Btv :“ p P H2p0, T ;L2pΩqq ñ v P H3p0, T ;L2pΩqq.

Let us now prove the regularities (2.26). Getting second derivatives of equations (2.3) and (2.5) over the
space variable x, multiplying both equations by Bxxwj and Bxxzi respectively and using that fact that %̄ is
bounded in H3pΩqN , integrating the sum over Ω and applying the Young inequality of the right hand side,
we obtain

(7.52)
d

dt
p}Bxxw}

2
L2pΩqk ` }Bxxz}

2
L2pΩqmq ď C1p}Bxxw}

2
L2pΩqk ` }Bxxz}

2
L2pΩqmq ` C2,

where C1 and C2 are two non negative constants.
From (2.23), (7.51) and applying Gronwall Lemma, we obtain

(7.53) }Bxxw}
2
L2pΩqk ` }Bxxz}

2
L2pΩqm ď Cp}Bxxw0}L2pΩqk , }Bxxz0}L2pΩqmq.

Thus,

(7.54) w P L8p0, T ;H2pΩqqk, and z P L8p0, T ;H2pΩqqm.

Similarly, computing the third space derivatives of (2.3) and (2.5) , multiplying both equations by Bxxxwj
and Bxxxzi respectively and using that fact that %̄ is bounded in H3pΩqN , integrating the sum over Ω and
applying the Young inequality of the right hand side, we obtain

(7.55)
d

dt
p}Bxxxw}

2
L2pΩqk ` }Bxxxz}

2
L2pΩqmq ď C3p}Bxxxw}

2
L2pΩqk ` }Bxxxz}

2
L2pΩqmq ` C4.

since v P L8p0, T ;H3pΩqq, where C3 and C4 are two non negative constants. Using w0 P H3pΩqk,
z0 P H

3pΩqm and applying Gronwall Lemma, we have

(7.56) }Bxxxw}
2
L2pΩqk ` }Bxxxz}

2
L2pΩqm ď Cp}Bxxxw0}L2pΩqk , }Bxxxz0}L2pΩqmq.

Then

(7.57) w P L8p0, T ;H3pΩqqk, and z P L8p0, T ;H3pΩqqm.

Moreover, from the expressions of BtpBxxxwq and BtpBxxxzq, we deduce
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(7.58)
w PW 1,8p0, T ;H3pΩqqk Ă H1p0, T ;H3pΩqqk ãÑ C0pr0, T s; C1pΩqqk,

z PW 1,8p0, T ;H3pΩqqm Ă H1p0, T ;H3pΩqqm ãÑ C0pr0, T s; C1pΩqqm.
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