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Abstract. We propose a novel way for ambient assisted living: a system that 
with motion detector to observe the daily activities of the elderly, build the 
daily activity model of the user. In case of unusual activities the system send 
alarm signal to caregiver. The problems with this approach to build such a 
model: firstly, the activities of the user are random and dynamic distributed, 
that means the related data is dynamically and with huge count.  Secondly, the 

difficulty and computational burden to get character parameters of hidden 
Markov model with many “states”. To deal with the first problem we take 
advantage of an easy filter algorithm and translate the huge dynamical data to 
state” data. Secondly according the limited output of distinct observation 
symbols per state, we reduced the work to research the observation symbol 
probability distribution. Furthermore the forward algorithm used to calculate 
the probability of observed sequence according the build model.   

Keywords: Ambient assisted living, forward algorithm, hidden Markov 
model. 

1   Introduction 

The aging problem is very important for society [1]. Ambient assisted living is one 
of the ways to solve the problem. There are many ideas for ambient assisted living, 

such as: robotic and computer for elderly, video surveillance, wearing sensors for 

elderly. In paper [2] a conversational robot is developed in order to increase the 

enjoyment of the elderly in their daily living. An intelligent, dynamically facility 

introduced in paper [3], which helps the elderly user to browse the internet. In paper 

[4] a video surveillance system is proposed. It aimed to fall detection of the elderly. 

A ring sensor will be introduced in paper [5], it is a 24 hour tele-nursing system.  

In this paper a novel way for ambient assisted living will be introduced: a system 

with motion detector which installed in the living environment of the elderly. The 

system observes the activities of the user and builds the daily activities model of the 

user. According the model in case of unusual activities happened the system will 
send alarm signal to caregiver.  

Hidden Markov model will be used to build the activities model. There are many 

papers about hidden Markov model: paper [6] explained the basic definition of 

Markov chain and the hidden Markov model, furthermore the applications of HMM. 

The EM Algorithm and parameter estimation for hidden Markov model described in 

paper [7]. In the paper [8] the author reviews the hidden Markov model and shows 

its application in speech recognition. A nonstationary hidden Markov model 
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explored in paper [9], here the dynamic transition probability parameter A(τ) = 

{aij(τ)} is a function of time duration τ. To analyze the motion detector data and 
learn the behavior of the user the papers [10] and [11] adopt the hidden Markov 

model. The authors in paper [10] take advantage of semantic symbols and build 

probability model in building automation systems. 

2   Contribution to Sustainability and Technological Innovation  

Modern technology makes Ambient Assisted Living (AAL) possible. For example 

in paper [4] a video surveillance system is proposed, in paper [5] a ring sensor is 

introduced, and similarly another type of wear sensor “alarm button on the wrist” be 

used to help elderly in emergency. But because of privacy issues, visual tracking is 

not attractive and because of the elderly have their own psychological and 

physiological problems, such as memory disorder (forget to wear sensor some day 

or forget where the sensor is), action obstacles (cannot operate an alarm device in 

time or in extreme situation – unconsciousness – even cannot press an alarm button 
on the wrist). Non-intrusive sensing is a better way to deal with these problems, such 

as paper [12] which a PAS (Personal Assistant System) presented. In project 

ATTEND (AdapTive scenario recogniTion for Emergency and Need Detection) we 

avoid to use camera and microphone, without sensor to be wear on the body of the 

user, and nothing should to be activated by the user. Just non-intrusive sensors such 

as motion detector or door contactor are used. Different from the paper [12] which 

introduced a real-time system our idea is that according the relative stable life style 

of elderly, we gather the activity data of user a longer time interval. Through data 

analyze and unsupervised learning to build the activity model of the elderly. In case 

of unusual situation happened the system can send alarm to care giver. This paper 

presents how we analyze the data from motion detector, with hidden Markov model 
and forward algorithm to build activity model of the user and to analyze the result. 

3   Translate Raw Dynamic Data to State Data  

The used motion detector installed in the living room and it works with such 
principle: if the motion detector detects activities of the elderly, it will send sensor 

value “1” to controller, others it will keep silence with value “0”. Because of the 

activities of the elderly are random and dynamically distributed, for example a user 

got up yesterday about 7 o’clock and moved around in the living room about 2 hours 

but today the user gets up about 7:30 and he has activities about 1 hour but 

discontinuous.  In such situation the data sent from motion detector is random and 

dynamically distributed. In top of figure 1 there is an example with gathered real 

data about the activities of the user for one day. There are totally 2852 data points 

(sensor value “1” means activity and “0” means without activity by the user). It is 

difficult to treat all these data points as “state” to build an activities model of the 

user. What we interested is the activities in a time interval, for example in 15 or 30 

minutes. So we can translate the raw data to state date with predefined time interval. 
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The advantage of such translating are:  firstly, reduced the data count; secondly, 

make the model building don’t fall into complex details.  

The approach is: according the time label of the data points separate these data in 

different time interval, then gather all the data in each time interval, if the sum of the 

activities bigger than predefined threshold value, so the time interval has state value 

“1” else has value “0”. The predefined threshold value (Tth, 0 < Tth < 1) indicated the 

sensitivity of the translating and the predefined time interval (Tinterval) decided the 

count of the translated state.  

1) The gathered sensor value according Tinterval  
 

T = {t1 (1), t2 (0), t3 (1), t4 (0), t5 (1), t6 (0) … tn (v)} (1) 

 

Here tn is the time point that the motion detector send value to controller (n >= 1), 

v is the sensor value itself, it has value “0” or “1”.  

2) The activities duration between sensor value 

 

�T= (tn (0) - tn-1 (1)) (2) 

 
3) The sum of the activities duration in Tinterval 

 

Tsum = ∑(�T) (3) 

 
4) Deciding if the time interval gets value “1” or “0”.  

 

If Tsum >= Tth * Tinterval, Six = 1; If Tsum <   Tth * Tinterval, Six = 0 (4) 

 
Six is the state value that the interval should take. Here “ix” is the interval count 

(index).  

In middle of figure1 is the translating result with above method. The interval 

begin with the dotted line and end of the dash-dot line (or between dash-dot lines) 

indicated in the interval has state value “1” (it means activity from the user), others 

has state value “0” (it means without activity from the user). Here the Tinterval is 30 
minutes, so there are 48 states value in 24 hours. The data count reduced from 2852 

data points to 48 states value. From the state value we know that the user has 

activities from 2 to 2:30, from 6 to 7:00, from 9:30 to 14, from 17:30 to 22:30 has 

activities, the other time of the day is still.  

The bottom of the figure 1 is the histogram from raw data, it used to compare the 

translated state data with raw data.  



198 G. Yin and D. Bruckner 

 

 

Fig. 1. Raw date, translated state data and the histogram of raw data. 

3   Hidden Markov Model and Forward Algorithm 

A hidden Markov model [8] can be characterized by following parameters. 

1) The number of states N. 

2) The number of output distinct observation symbols each state M. 

3) The state transition probability distribution matrix A = {pi j}.  

 

pi j = p {���� = j | �� = i}, 0 <= pi j <= 1, ∑ ���
	
�
�  = 1, 1<= i, j <= N (5) 

 

Here �� is the current state at time t. For example if N=2, pi 1 = 0.4, so pi 2 = 0.6. 

4) The state emission probability distribution matrix B = {���}. 

 

��� = p (
�  = k | �� = i), 1 <= i <= N, 1 <= k <= M (6) 

  

Here 
�  is the output symbol at time t.  

5) The initial state distribution � = ����. 
 

�� = p {�� = i} (7) 

 

According the parameter λ (� , A, B) with forward algorithm we can find out the 

probability of an observed sequence Q
 (t)

 = {q1, q2, … , qt}. Here each of the q is 

observable state with time label.  

6) Get the first transition probability a1 for t = 1. 

 

     a1 (j) = � (j) * bjt (8) 

 

Here j is the observation count of each observation set and ∑� (j) = 1. 
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7) For t  >= 2 get the transition probability a t (j) 

 

      at (j) = bjt * ∑�
�
�  (at-1 (i)*pij) (9) 

 

8) For t <= T repeat (9). Here T is the length of the sequence.  

4   Result and Discussion 

The test data come from motion detector which observed the activities of the elderly 

for one week, so according (1) to (4) we get the state data N=336, if we predefined 

Tth = 0.25, Tinterval = 30 minutes. Because each state has only 2 different output “0” 

and “1”, so M=2. At first the states with same states value and in same time interval 

will be merged together. Figure 2 shows the result. 
 

 
Fig. 2. The merged states in 7 days. 

 

Figure 2 shows the merging result with 336 states from 7 days. The first state and 

the last state on day 7 are the initial states, without states value. If the merged 

sequences have different value, so the sequences will be split.  Different sequences 
will be merged again if they have same states value till to the last states. According 

(5) to (7) we get the parameters λ = (A, B, π). These parameters present the build 

hidden Markov model. Here  ���  has the value “0” or “1” in each related state. 

According the build hidden Markov model with (8) and (9) the probability of an 

observed sequence will be find out. Figure 3 shows the result. The observation 

sequence is chosen from the 7 days. It compares with the sequences in the model. It 

is clearly the biggest probability value (logarithm value, here is -3.892) happened 

when the chosen day compares with itself. The smallest value is -63.81, it indicated 

the biggest dissimilarity between the chosen sequence and the compared sequence in 

the model.     
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Fig. 3. The comparing result with a chosen sequence from the 7 days. 

Figure 4 demonstrates the chosen day is the 4th day in the model according its 

comparing value -3.892 in figure 3.  

 
Fig. 4. The best match sequence in the build model. 

Figure 5 illustrate the comparing result when the observed sequence is a random 
sequence. In such situation there must be many states didn’t match to the model. 

That means in some time intervals the states of observed sequence have different 

states value as the compared sequence in the model. The parameter bjt in (8) and (9) 

is “0” in such situation. In order to make the comparing completely (because it is 

perhaps after the mismatch states there are many states match again, the observed 

sequence and the compared sequence in the model have a high likelihood) set bjt to a 

constant bc. In other words if the states matched bjt has value “1”; if the states 

mismatched set bjt to a constant. So we don’t need search the B matrix in (6). It must 

be emphasized that such simplification just used in the situation. Figure 5 displays 

the best match value is -57.82 and the worst match value is -84.78. 
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Fig. 5. The merged states in 7 days. 

Figure 6 shows the best match day is the 3th day in the model according its 

comparing value -57.82 in figure 5. 

 
Fig. 6. The merged states in 7 days. 

5   Conclusion and Further Work 

In this paper we propose a novel way for ambient assisted living: with the data from 

motion detector to build the activities model of the elderly. At first an easy filter 

algorithm used to translate the raw data to state data, and then get the parameters of 

hidden Markov model. At last the forward algorithm used to get the probability of 

the observation sequence comparing to the build model. In order to find out which 

sequence in the build model match to the observed sequence. According the special 
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situation we reduced the work to search the B matrix in hidden Markov model but 

instead of a special constant bc.  
In the future the merged states from different sequences in the build model will 

be merged again with the consecutive states, in order to obtain a simpler but more 

robust model.  
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