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Abstract. Energy consumption is an important concern for large-scale
data-centers, which results in huge monetary cost for data-center oper-
ators. Due to the hardware heterogeneity and contentions between con-
current workloads, straggler mitigation is important to many Big Data
applications running in large-scale data-centers and the speculative ex-
ecution technique is widely-used to handle stragglers. Although a large
number of studies have been proposed to improve the performance of Big
Data applications using speculative execution, few of them have studied
the energy efficiency of their solutions. In this paper, we propose two tech-
niques to improve the energy efficiency of speculative executions while
ensuring comparable performance. Specifically, we propose a hierarchi-
cal straggler detection mechanism which can greatly reduce the number
of killed speculative copies and hence save the energy consumption. We
also propose an energy-aware speculative copy allocation method which
considers the trade-off between performance and energy when allocating
speculative copies. We implement both techniques into Hadoop and eval-
uate them using representative MapReduce benchmarks. Results show
that our solution can reduce the energy waste on killed speculative copies
by up to 100% and improve the energy efficiency by 20% compared to
state-of-the-art mechanisms.

Keywords: MapReduce; Energy efficiency; Straggler mitigation, Detec-
tion; Copy allocation

1 Introduction

Energy consumption has started to severely constrain the design and the way
that data-centers are operated. Energy bill has become a substantial part of the
monetary cost for data-center operators (e.g., the annual electricity usage and
bill are over 1,120 GWh and $67 M for Google, and over 600 GWh and $36
M for Microsoft [13]). Moreover, as a result of the explosion of Big Data and
applications becoming more data-intensive, it is natural for data-center operators
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to extend their infrastructure with more machines, which are energy-hungry. This
makes energy consumption a major concern for Big Data systems [7, 11].

In parallel, the increasing scale of data-centers results in a noticeable per-
formance variation in operations [21, 22]. This is due to: i) the hardware het-
erogeneity caused by the gradual scaling out of data-centers [10], and ii) the
dynamic resource allocation when adopting the virtualization technique to col-
locate different users [20]. The performance variation results in a large number of
stragglers, i.e., tasks that take significantly longer time to finish than the normal
execution time (e.g., 700-800% slower [1]). Since the job execution time is deter-
mined by the latest task, stragglers can severely prolong the job execution time.
Speculative execution is a widely-used straggler mitigation technique to improve
the performance of jobs. It launches a speculative copy for each straggler upon
its detection. As soon as the straggler or the copy finishes, the other one is killed
and the task is considered finished. Nonetheless, using speculative execution is
not always beneficial. For example, Ren et al. [14] have shown that specula-
tive execution can reduce the task execution time in 21% of the time while the
unsuccessful speculative copies consume more than 40% extra resources. Thus,
there exists a trade-off between performance gain and extra energy/resource
consumption when using speculative execution [12].

Existing speculative execution mechanisms cannot achieve good trade-off be-
tween performance and energy efficiency. First, existing speculative execution
mechanisms detect as many stragglers as possible in order to cut the jobs’ heavy-
tails. This policy is good for improving the performance, but can cause much
extra energy consumption. Second, different speculative copy allocation decisions
can result in different performance and energy consumption results [12]. For ex-
ample, launching speculative copies on nodes with a small number of running
tasks can result in short task execution time but leads to a high power consump-
tion (refer to Section 3). Unfortunately, existing copy allocation methods do not
consider this aspect. In this paper we make the following contributions.

– We introduce a novel straggler detection mechanism to improve the energy
efficiency of speculative execution. The goal of this detection mechanism is to
identify critical stragglers which strongly affect the job execution times and
reduce the number of killed speculative copies which lead to energy waste.
This hierarchical straggler detection mechanism can work as a secondary
layer on top of any existing straggler detection mechanisms (Section 5).

– We propose an energy-aware copy allocation method to reduce the energy
consumption of speculative execution. The core of this allocation method is a
performance model and an energy model which expose the trade-off between
performance and energy consumption when scheduling a copy (Section 6).

– We evaluate our hierarchical detection mechanism and energy-aware copy
allocation method on the Grid’5000 [8] testbed using three representative
MapReduce applications. Experimental results show a good reduction in
the resource wasted on killed speculative copies and an improvement in the
energy efficiency compared to state-of-the-art mechanisms (Section 7).
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2 Related Work

There is a rich body of research on straggler mitigation in MapReduce [4, 9].
Straggler Detection in MapReduce. Dean et al. [4] presented a straggler
detection mechanism based on progress score, a 0-to-1 number represents the
ratio of processed data over the total input data. A task, which has a progress
score less than the average progress score minus 20%, is marked as a straggler.
This mechanism has shown a reduction to the job execution times by 44%.
Zaharia et al. [20] noticed that the progress score alone does not accurately reflect
how fast a task runs as different tasks start at different times. Therefore, they
present a new detection mechanism (i.e., LATE ) which takes into consideration
both the progress score and the elapsed time (i.e., the time each task takes from
the moment it starts). These two parameters are used to calculate the progress
rate of each task. In practice, this straggler detection mechanism can reduce the
job execution times by a factor of 2. Recent studies [3, 5, 2, 6, 17, 18] have shown
that there still exist several reasons that lead to incorrect straggler detections,
including data locality and task execution skew. Ananthanarayanan et al. [2]
proposed a cause-aware straggler detection mechanism. It keeps monitoring the
performance and resource consumption of tasks and uses this information to
infer the causes of slow task executions (e.g., non-local task and data skew).
Our hierarchical straggler detection mechanism complements these mechanisms
to enforce identifying the most critical stragglers and hence reduce the extra
energy consumption imposed by speculating non-critical ones.
Straggler Handling in MapReduce. Ren et al. [15] proposed a speculation-
aware scheduler, named Hopper. Hopper reserves spare resources to run spec-
ulative copies whenever needed. Ananthanarayanan et al. [1] presented Dolly,
a straggler handling approach which launches multiple copies (i.e., clones) for
each task when starting MapReduce applications. While previous studies mainly
answer the question of when to allocate the resources to speculative copies, this
paper tackles the problem of where to allocate speculative copies. In particular,
it leverages the heterogeneity of resources (in terms of performance and energy)
to reduce the energy consumption of MapReduce applications.

3 On The Energy Inefficiency of Speculative Execution

In this section, we discuss the energy inefficiency of the default speculative exe-
cution mechanism in Hadoop.

3.1 Huge Energy Waste Due to Unsuccessful Speculative Copies

Speculative execution is initially designed to handle stragglers and improve job
performance. The common wisdom applied in existing straggler detection mech-
anisms is to detect as many stragglers as possible in order to cut the heavy-tails
in job execution. For example, Default [4] decides a task with progress less than
80% of the average progress as straggler. LATE [20] marks the tasks with speed
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Fig. 1. Production Hadoop cluster trace analysis: (a) More than 65% of the
jobs have zero successful speculative copies; (b) The resource consumption
caused by the unsuccessful copies can be substantial. In some cases, it can
reach 40% of the total resource consumption.

less than the mean speed minus the standard deviation as stragglers. Mantri [2]
considers tasks with 1.5x times longer execution time than average execution
time as stragglers. To understand the energy efficiency of these straggler detec-
tion mechanisms, we have analyzed one month traces (October 2012) collected
from a Hadoop production cluster in CMU [14]. Figure 1 shows the ratio of killed
speculative copies, i.e., unsuccessful copies, over all copies for each Hadoop job,
as well as the ratio of resources consumed by the killed copies over the total
resource consumption of a job. We observe that many speculative copies are
unsuccessful and are wasting a lot of resources. For example, among the total
568 jobs, there are 370 jobs which have speculative execution with no successful
copy. For some jobs, the killed copies consumed more than 40% of the job’s total
resource consumption. The large number of unsuccessful speculative copies is
mainly due to the late detection and the wrongly detected stragglers. To con-
clude, the philosophy of detecting as many stragglers as possible in speculative
execution is no longer optimal from the energy perspective.

3.2 Speculative Copy Allocation Matters

We have observed that there is a trade-off between the performance and energy
consumption for tasks executing on different nodes, according to the current sta-
tus of the nodes. Figure 2 shows the average task execution time and the energy
consumption of a node when executing different numbers of tasks concurrently.
The application used is WordCount and the number of cores in the node is
four. For example, we find that when the number of concurrent tasks is three,
we can obtain the lowest energy consumption, without sacrificing too much the
performance. Thus, allocating speculative copies to different locations, which
may have different numbers of running tasks, can result in different performance
and energy consumption results. Unfortunately, existing copy allocation meth-
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Fig. 2. Variability in execution times and energy consumptions with differ-
ent numbers of concurrent Map tasks for WordCount application.

ods have ignored such a trade-off. For example, Default [4] follows the simple
FCFS policy to allocate copies to the first freed slot, without considering any of
the performance and energy objectives. In Mantri, the task placement is mainly
based on the performance objective which ensures that a copy is more likely to
finish earlier than the original task. In order to improve the energy efficiency of
speculative execution, it is important to take into consideration the impact of
different copy allocation decisions to the overall energy consumption.

Based on the two observations, in the following sections, we present a novel
straggler detection mechanism and a smart speculative copy allocation method,
in order to improve the energy efficiency of speculative executions.

4 Architectural Model

Considering the straggler mitigation problem in a cluster, we provide the follow-
ing models to describe the energy and performance behaviors of tasks running
in the cluster.
Power and energy model. For any node in the cluster, we assume there are c
cores which support t threads each. The power consumption of a running node
is composed of two parts, namely the fixed static power consumption Pstatic and
the dynamic power consumption proportionally related to the number of active
cores. We use Pdyn to denote the power consumption resulted by activating one
core and n to denote the number of tasks running on the node. Then the total
power consumption P of a running node can be modeled as in Equation 1.

P =

{
Pstatic + n · Pdyn for 0 ≤ n ≤ c
Pstatic + c · Pdyn for c < n ≤ ct

(1)

The energy consumption E of a node is its power integrated over time and

thus can be modeled as E =
∫ T

0
P(t)dt. We use T to denote the execution time

of tasks running on the node. The energy efficiency EE is defined as the ratio
of the throughput to the power consumption, namely EE = 1/E.
Average slowdown factor and interference model. We model the slowdown
to a task caused by interference between concurrent tasks running on the same
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Fig. 3. Hierarchical straggler detection architecture.

node using the average slowdown factor α defined for a node. We observe that
α equals to one when the number of concurrent tasks is less than the number of
cores c. This is because each task can be executed on a dedicated core and there
is hardly any interference between the tasks. When the number of tasks increases
beyond c, the interference also increases. Denote the number of running tasks as
n, then the average slowdown factor α can be calculated as below.

α =

{
1 for 1 ≤ n ≤ c
n
c

for c < n ≤ ct
(2)

5 Hierarchical straggler detection mechanism

In this section, we present the architecture of our hierarchical straggler detection
mechanism. Our hierarchical mechanism works as a secondary layer on top of
an existing straggler detection mechanism. The goal of this detection layer is
to select the critical stragglers, i.e., the long-running stragglers which strongly
affect the job execution time, from the list of stragglers detected by an existing
detection mechanism. The secondary detection layer considers the stragglers at
the node-level. That means, it detects only the stragglers on very slow nodes. The
reason for this strategy is that most stragglers are caused by node-level problems,
such as a node with worn-out hardware and node-level resource contentions
which lead to slow tasks [2]. We identify all the nodes with performance less
than β of the average node performance as slow nodes. In the evaluation, we
discuss the impact of this parameter on the speculative execution results.

Figure 3 shows the design of the secondary straggler detection layer. Specifi-
cally, it takes the stragglers detected by the underlying straggler detection layer
as input. Then, it calculates the performance of each node and filters out the
stragglers that are not hosted on slow nodes. We calculate the performance of a
node using the following equation.

Perfhost =
1

n
∗ α ∗

n∑
i=1

Perf itask (3)
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where α is the slowdown factor and

Perf itask =
progress ∗ input

duration
(4)

Equation 4 evaluates the performance for a specific task, where progress
represents the ratio of finished work over the task’s total work, input is the size
of the task’s input data in bytes and duration is the time from the starting
moment of the task. This information of each task is extracted from the Master
node’s database. Equation 3 means that the performance of a host is defined as
the sum of the performances of all tasks running on the host. After the filtering,
the rest stragglers are sorted according to their own performance and the most
critical straggler (with the worst performance) is placed in the beginning of
the list. We filter and sort the stragglers according to Equations 3 and 4 with
the consideration of optimizing the energy efficiency of speculative execution.
Apparently, a slow straggler running on a poor performance node is expected to
be more critical straggler. Such stragglers are the main reason of causing heavy-
tails in job executions and as a result wasting a lot of energy. Thus, handling
those critical stragglers first can potentially lead to better energy efficiency. It
is important to note that our secondary straggler detection layer is independent
from the underlying detection layer, and therefore it can be easily integrated
with any existing straggler detection mechanisms.

6 Energy-Aware Speculative Copy Allocation

After having the list of stragglers detected by the hierarchical straggler detection
mechanism, we propose an energy-aware speculative copy allocation method to
further optimize the energy efficiency of speculative execution.

6.1 Problem Definition

Given a list of suspected stragglers, the copy allocation method maps each strag-
gler to a node with idle slots (denoted as an idle node) and start a copy of the
straggler on that node, in order to optimize the overall energy efficiency of spec-
ulative execution. Assume there are S copies (si, i ∈ [1, S]) to be launched and
N idle nodes (nj , j ∈ [1, N ]) to host the copies. We can easily formulate the
copy allocation problem as a variant of the classic bin packing problem, where
the size of each bin (i.e., a node) equals to the number of idle slots in the bin.
Thus, the copy allocation problem is a NP-hard problem. In the next subsection,
we propose a heuristic to obtain a good solution to this problem.

When the value of N is small, there are not many choices to make copy
allocation decisions and the optimized energy efficiency results may not be good.
Thus, we adopt the same methodology as Delay scheduling [19]. That is, we first
check the value of N when making the copy allocation decision. If N is small,
we wait a few seconds to have more idle nodes for potentially better results. In
our experiments, we wait three seconds when N equals to one.
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6.2 Copy Allocation Heuristic

There are many existing heuristics such as first-fit and best-fit algorithms to solve
bin-packing problems. In this paper, we propose a heuristic similar to best-fit
for our copy allocation problem. Following the order of stragglers sorted by the
hierarchical straggler detection, we search for the node that can best fit each
copy sequentially. We define the fitness of mapping a copy to a node according
to the energy efficiency of the map. As the energy efficiency is affected by both
the energy consumption and the performance of job, given any map from copy of
straggler i to node j, we first provide two models to estimate the job execution
time change and the energy consumption change caused by launching a copy of
straggler i on node j.
Execution time change estimation. As the list of stragglers returned by
hierarchical straggler detection mechanism are sorted according to their perfor-
mances, the head of the list is always the most critical straggler. Handling the
critical straggler can directly contribute to the reduction of job execution time.
Thus, we can estimate the job execution time change ∆Tij caused by launching
a copy of straggler i on node j using the difference between the task execution
time of straggler i before and after launching the copy. Assume that straggler i
is running on node k.

∆Tij = αk ∗
(1− progressi) ∗ inputi

Perfkhost
− αj ∗

inputi

Perf jhost
(5)

where the first term stands for the left over time for the straggler to finish if no
copy is launched and the second term stands for the execution time of the copy
on node j.
Energy consumption change estimation. Executing a new copy consumes
more energy while at the same time saves energy due to shortening the execution
time of the straggler task. We can formulate the energy consumption change
caused by launching a copy of straggler i on node j as follows.

∆Eij = (Pk + Pj) · Ts − (Pk + P ′
j) · Tc

= Pk ·∆Tij + Pj · Ts − P ′
j · Tc (6)

where Ts equals to the first term of Equation 5 and Tc equals to the second term
of Equation 5. Pj and P ′

j are the power consumption of node j before and after
adding a copy of straggler i, which can be calculated using Equation 1.

Given the above two models and the definition of energy efficiency, we can
choose the map which gives the best ∆Eij result as the best fit solution (i.e., the
highest improvement to energy efficiency). Algorithm 1 presents the general
flow of our copy allocation heuristic, where stragglers list contains the list of
ordered stragglers and idle nodes contains the list of nodes with idle slots.

7 Evaluation

In this section, we evaluate our hierarchical straggler detection mechanism and
copy allocation method in real Hadoop cluster and compare them with existing
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1 while stragglers list is not empty do
2 straggler i is the head of stragglers list ;
3 best fitness = 0 ;
4 for node j in idle nodes do
5 calculate ∆Eij using Equation 6;
6 if ∆Eij > best fitness then
7 best map = j;
8 best fitness = ∆Eij ;

9 end

10 end
11 remove straggler i from stragglers list ;
12 launch a copy of straggler i to node best map;

13 end

Algorithm 1: Speculative copy allocation heuristic.

straggler detection mechanisms and copy allocation methods. We implemented
our techniques in the Hadoop 1.2.1 stable version, with roughly 1500 lines of
JAVA code. Both mechanisms are implemented as extra modules to the core of
Hadoop to allow users to easily adopt our techniques using the Hadoop general
configuration file.

7.1 Experimental Setup

Testbed. All of our experiments were conducted on a cluster of 21 nodes from
the Nancy site of Grid’5000 testbed [8]. We configured the cluster with one
master and 20 workers. Each node in the cluster is equipped with 4-core In-
tel 2.53 GHz CPU, 16 GB of RAM and 1 Gbps Ethernet network. The power
consumption of the nodes are monitored by Power Distribution Units. Thus,
we can acquire fine-grained and accurate power consumption values during the
experiments. All experiments are run for 10 times and the average values are
reported.
Applications. We adopt three widely-used MapReduce applications chosen
from the well-known Puma MapReduce benchmark suite [16]. The three ap-
plications have different characteristics, where Kmeans is a compute-intensive
application, Sort is an I/O-intensive application and WordCount has similar re-
quirements on the computation and I/O resources. The input data size of the
applications are all set to 10 GB. The number of Map and Reduce tasks are both
set to 160 tasks.
Straggler injection. In order to inject stragglers, we use the Dynamic Voltage-
Frequency Scaling technique (DVFS) to tune the CPU frequencies (hence the ca-
pabilities) of nodes. According to the CMU Hadoop production cluster traces [14],
the ratio of stragglers varies from 0 to 40% of the total number of tasks. We
choose the straggler ratio of 20% in our experiments. Thus, we set four nodes
out of the 20 workers in our cluster to lower CPU frequencies, which are 1.20 Ghz,
1.33 Ghz, 1.46 Ghz and 1.60 Ghz.
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Fig. 4. WordCount application with different straggler detection mecha-
nisms.

Comparisons. We conduct two sets of comparisons. In the first set, we com-
pare the hierarchical straggler detection mechanism with the Default detection
mechanism [4] and LATE [20] detection mechanism. Second, we compare our
proposed copy allocation heuristic (denoted as Smart) with the following two
methods:
Performance-driven allocation: This method differs from Smart in that it launches
speculative copies on nodes which give the best execution time reduction as cal-
culated by Equation 5.
Power-driven allocation: This method differs from Smart in that it launches
speculative copies on nodes which cause the lowest additional power consump-
tion. The additional power consumption for a node j equals to P ′

j − Pj as in
Equation 6.

7.2 Evaluation

Comparison results on straggler detection mechanisms. Figure 4 shows
the performance and energy results of a single WordCount job running with
different straggler detection mechanisms. We use the default copy allocation
method in this experiment. In the x-axis, “D” stands for the Default straggler
detection mechanism, “L” stands for the LATE detection mechanism, “D+Hx”
and “L+Hx”stand for using the hierarchical straggler detection mechanism on
top of Default and LATE, respectively, where “x” stands for the value of the β
parameter used for node filtering in the hierarchical layer.

We have the following observations. First, from Figure 4(a), we find that
the hierarchical straggler detection layer can greatly reduce the number of un-
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Fig. 5. Kmeans (a - c) and Sort (d - f) applications with different straggler
detection mechanisms.

successful speculative copies, and the reduction increases with the increase of
β. As a result, the amount of resources wasted on the killed copies is reduced
(see Figure 4(b)) by up to 94% compared to Default and 88% compared to
LATE. The total energy consumption is also reduced (see Figure 4(d)) by up to
9% compared to both Default and LATE. Second, adding the hierarchical layer
does not sacrifice the performance too much (except when β = 0.2) as shown
in Figure 4(c) and 4(e). When β = 0.2, there is an obvious degradation in the
performance. This is mainly because that when β is too small, some of the real
stragglers are missed and can still cause a heavy-tail to the job. Specifically, we
can see that when β = 0.4, almost all the stragglers filtered by hierarchical are
successful stragglers. Thus, when we reduce β to be smaller than 0.4, some of
the real stragglers will be filtered out. Third, the hierarchical straggler detec-
tion mechanism can obtain better energy efficiency compared to Default and
LATE (except when β = 0.2), as shown in Figure 4(f). When β = 0.5, we obtain
the best energy efficiency, which is 10% higher than both Default and LATE.
Thus, we set β to 0.5 by default to have the best energy efficiency result while
maintaining similar performance compared to existing mechanisms

Similar observations have also been found with the other two applications.
Figure 5 shows the results obtained for the Kmeans and Sort applications. We
can observe that, for the compute-intensive Kmeans application, we can obtain
even higher reduction in the energy consumption while maintaining similar per-
formance. When β = 0.5, we improve the energy efficiency by 13% and 10%
compared to Default and LATE, respectively. Thus, we can conclude that, the
hierarchical straggler detection mechanism can greatly improve the energy effi-
ciency of speculative executions with a comparable performance. In the following



12 T. Phan, S. Ibrahim, A. C. Zhou, G. Aupy, G. Antoniu

 0

 10

 20

 30

 40

 50

D
+D

D
+H

0.
5+

Per

D
+H

0.
5+

Pow

D
+H

0.
5+

Sm
t

L+
D

L+
H
0.

5+
Per

L+
H
0.

5+
Pow

L+
H
0.

5+
Sm

tN
u
m

b
e
r 

o
f 
s
p
e
c
u
la

ti
v
e
 t
a
s
k
s

Successful copies
Killed copies

(a) #Speculative copies

 0

 50

 100

 150

 200

 250

 300

D
+D

D
+H

0.
5+

Per

D
+H

0.
5+

Pow

D
+H

0.
5+

Sm
t

L+
D

L+
H
0.

5+
Per

L+
H
0.

5+
Pow

L+
H
0.

5+
Sm

t

R
e
s
o
u
rc

e
 o

c
c
u
p
a
ti
o
n
 

 (
S

lo
t 
x
 s

e
c
o
n
d
)

(b) Resource on killed copies

 0

 20

 40

 60

 80

 100

 120

 140

D
+D

D
+H

0.
5+

Per

D
+H

0.
5+

Pow

D
+H

0.
5+

Sm
t

L+
D

L+
H
0.

5+
Per

L+
H
0.

5+
Pow

L+
H
0.

5+
Sm

t

E
x
e
c
u
ti
o
n
 t
im

e
 (

s
e
c
o
n
d
)

(c) Execution time

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0.16

D
+D

D
+H

0.
5+

Per

D
+H

0.
5+

Pow

D
+H

0.
5+

Sm
t

L+
D

L+
H
0.

5+
Per

L+
H
0.

5+
Pow

L+
H
0.

5+
Sm

tE
n
e
rg

y
 c

o
n
s
u
m

p
ti
o
n
 (

M
J
)

(d) Energy consumption

 0
 0.001
 0.002
 0.003
 0.004
 0.005
 0.006
 0.007
 0.008
 0.009

D
+D

D
+H

0.
5+

Per

D
+H

0.
5+

Pow

D
+H

0.
5+

Sm
t

L+
D

L+
H
0.

5+
Per

L+
H
0.

5+
Pow

L+
H
0.

5+
Sm

tT
h
ro

u
g
h
p
u
t 
(#

jo
b
/s

e
c
o
n
d
)

(e) Throughput

 0
 1
 2
 3
 4
 5
 6
 7
 8
 9

D
+D

D
+H

0.
5+

Per

D
+H

0.
5+

Pow

D
+H

0.
5+

Sm
t

L+
D

L+
H
0.

5+
Per

L+
H
0.

5+
Pow

L+
H
0.

5+
Sm

t

E
n
e
rg

y
 e

ff
ic

ie
n
c
y
 

 (
T

h
ro

u
g
h
p
u
t 
/ 
p
o
w

e
r)

(f) Energy efficiency

Fig. 6. WordCount application with different copy allocation methods.

experiments, we focus on the WordCount application which shows the average
improvement and use the default value of 0.5 for β.

Comparison results on copy allocation methods. Figure 6 shows the en-
ergy and performance results of running a single WordCount job with different
speculative copy allocation methods. We evaluated in total eight combinations
of the straggler detection mechanisms and copy allocation methods. Specifically,
“D+D” and “L+D” are chosen as the baseline, which stand for using the Default
detection mechanism with Hadoop’s default copy allocation method and using
the LATE straggler detection mechanism with default allocation, respectively.
“D+H0.5+y” and “L+H0.5+y” refer to using hierarchical straggler detection
mechanism on top of Default and LATE, respectively, where “y” stands for the
copy allocation method used for allocating the copies.

We have the following observations. First, with our Smart copy allocation
method, we can further reduce the energy consumption of speculative executions
compared to existing mechanisms. For example, with the combination of Hierar-
chical and Smart, we can achieve 17% and 20% higher energy efficiency compared
to Default and LATE using the default copy allocation method (see Figure 6(f)).
Second, considering only the performance or power during the copy allocation is
not good enough. For example, from Figure 6(a), we observe that Power-driven
has the highest number of killed copies among the three compared allocation
methods. This is because Power-driven tends to launch copies on nodes with low
additional power consumption (i.e., highly utilized nodes) and thus can cause
long execution time for the copies. As a result, some of the long running copies
are killed and causing resource waste (see Figure 6(b)) and thus extra energy
consumption (see Figure 6(d)). This suspicion can be verified with Figure 6(c)
and 6(e), which shows that Power-driven has the longest execution time (and the
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lowest throughput) compared to other allocation methods. Overall, Smart can
improve the energy efficiency by 7% and 8% compared to Power-driven with the
Default and LATE detection mechanisms, respectively. The improvement over
Performance-driven are 5% and 6% using Default and LATE, respectively. The
observations show that our Smart copy allocation method can further improve
the energy efficiency of speculative execution.

8 Conclusion

Speculative execution is an important technique used for mitigating stragglers
and improving performance of MapReduce jobs. However, few studies have
looked at the energy efficiency of speculative executions. In this paper, we pro-
pose two techniques to trade-off the performance and energy efficiency for specu-
lative executions. First, we propose a hierarchical straggler detection mechanism,
which eliminates non-critical stragglers to reduce the energy waste on killed spec-
ulative copies. Second, we propose an energy-aware speculative copy allocation
method which consults the performance and energy models to allocate specu-
lative copies to the most energy efficient locations. Experimental results using
real implementation demonstrate that our solution can reduce the energy waste
on killed speculative copies by up to 100% and improve the energy efficiency by
up to 20% compared to state-of-the-art methods. For future work, we plan to
study the impact of using reservation-based scheduling on the energy efficiency
of speculative executions.
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