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Abstract. Scalable data mining and machine learning reqiata abstractions.
This work presents a scheme for automatic selectioepresentative real data
points as exemplars. Currently few algorithms calect representative exem-
plars from the data. K-medoids and Affinity Propiéga are such algorithms.
K-medoids requires the number of exemplars to ergin advance, as well as
a dissimilarity matrix in memory. Affinity propadah automatically finds ex-
emplars as well as théimumber but it requires a similarity matrix in memo
A fast algorithm, which works without the need ofyamatrix in memory, is
Subtractive Clustering, but it requires user-defilb@ndwidth parameters. The
essence of the proposed solution relies on a leagesut kernel averaged gra-
dient descent that automatically estimates a deitadndwidth parameter from
the data in conjunction with Subtractive Clusteraigorithm that further uses
this bandwidth for extracting the most represemeaéixemplars, without initial
knowledge of their number. Experimental simulati@msl comparisons of the
proposed solution with Affinity propagation exemplselection on various
benchmark datasets seem promising.

1 Introduction

A common problem in applications that collect atatestheir data is that the num-
ber of training examples may be large. Hence, nmaghine learning and data min-
ing algorithms become slow [1][2]. One of the sulns$ is to select most representa-
tive exemplars from the data. These exemplarseakdata points that form an ab-
stract view of the whole dataset, can represenstiiueture of the data and can also be
used for recognizing patterns [2]. Finding exenwglara hard problem [3] but is more
interesting and informative than dividing data istasters. Detecting exemplars goes
beyond simple clustering, as the exemplars stongpeessed information [3]. Hence,
exemplar selection techniques try to find additlomgional information in order to
extract representatiieexemplars ok-medoids ork-centers which are close to any
given training point so as to minimize the maximdistance from a point to its near-
est exemplar. The first exemplar-based algorithrs kvenedoids [4] which requires
the numbek of exemplars to be given in advance, as well disgimilarity matrix in



memory. Yet, finding exemplars without knowing tk@umber is a challenge since
thisk-centers problem de median objective is NP hard [H] [7].

Currently, Affinity Propagation (AP) introduced Hyrey and Dueck [8] is the
state-of-the-art algorithm for detecting exempkamd subsequently clustering the data
around them. AP has been applied in various fiattd many applications. In AP all
data points are simultaneously considered as ex@mpbut exchange deterministic
messages until a good set of exemplars gradualbrges. AP finds an approximate
solution by using this message passing optimizasivategy that is based on max-
sum algorithm in a factor graph [8]. Hence, AP doesrequire the number of exem-
plars, since this number gradually emerges auteaitiduring the process. However
AP does require a similarity matrix in main memeasywell as a user defined parame-
ter, the preferences, which are the diagonal valfifse similarity matrix.

A fast algorithm, which works without the need a@fyasimilarity matrix in main
memory, is Subtractive Clustering (SC) [9] [10].i§ klgorithm was also employed in
RBF neural network training [11] [12]. Subtracti@éustering can determine both the
exemplars and their number [10] but it requiresefidly selected user-defined pa-
rameters for the bandwidth and the stopping caiteri

In this work we propose a leave-one-out kernel ayemgradient descent procedure
that estimates a bandwidth parameter from the daththen we use this bandwidth in
a modified subtractive clustering algorithm. We destrate that the proposed
scheme can provide an automatic estimate of mpsésentative exemplars from the
data and in the same time can recognize shapestefms.

The rest of the paper is organized as follows.i8e& provides the basics for Sub-
tractive Clustering. Section 3 introduces the psggbgradient descent of the leave-
one-out kernel averaged regression function. Seetidescribes all the initializations
and the parameter settings for the proposed sch8awtion 5 presents several ex-
perimental simulations and comparisons, while sadsi concludes the paper.

2 Subtractive Clustering basics

Subtractive clustering algorithm [9] [10] [11] [18klects a set of exemplars from
the most representative real data points by ugieg tensity. Subtractive clustering
can work without any priori information about thenmmber of exemplars. In the first
step it computes a density-based potential foryepeint and then gradually subtracts
exemplars by updating all the remaining potenti@tse potentialP(i) for each point
x; is defined as a sum of Gaussian kernels oveha@N tdata points as:

P(i) =Z'jilexp(—a| b= xilF) 1)

wherea = (2/o,)? and the bandwidth, represents a neighbourhood radius. A data
point will have high potentidP(i) and high density if it has many neighbour points.

After finding all P(i) the algorithm iteratively executes an updatinglews:

1) Find data point” (cluster center) with the highest potential vaiie

2) Revise the potential of all other points usi{@) = P(i) - P*exp(-b|| X" - x|P)



The updating cycle for the potenti&§) terminates if the current max potenfil
drops below a certain value and the algorithm stbf2 < e P,") [10] [11] [12] where
P, is the first max potential anela small percentage. In each iteration the highest
potentialP" of the selected point* will substantially affect all the revised poteais
of the points near by. Thus, the data points rfeaselected point will have signifi-
cantly reduced density. The updates of the poteniiseb = (2/s,)*> where bandwidth
o, IS another positive constant which also definegighbourhood radius. Usualty,
is taken to be as 1a5 in order to avoid the selection of closely loca¢xemplars.

The main problem is choosing an appropriate vatuwettfe bandwidth parameter
g, This choice is of crucial importance and is usudbne via extensive experimen-
tation and trial-and-error. The potentid§) represent density. So, one can subjec-
tively try to choose a bandwidth by looking at potentials produced by a wide range
of bandwidths, starting with large valuesagfand gradually decreasing them until a
reasonable density is reached. However, such aragp is impractical and too
many validations are needed, since there is notavdgfine a-priori a suitable density
value. This is what we are looking for in the fipdace. A more important issue is that
the potentials affect the number of exemplars &ed tocations. If the bandwidth is
very small this will result in neglecting the effeaf neighbouring points and then all
points will be selected as exemplars. If the badtlwis small then many exemplars
will be selected. If the bandwidth is large thea ttensity function will be affected by
accounting all the points and few exemplars willde¢ected. If the bandwidth is too
large then even fewer exemplars will be selecteds Very easy for anyone to see
these limits by using trial-and-error. Furthermabes bandwidth is dataset dependent
and the previous limits depend on the formatiom @fiven dataset. An automatic or
semi-automatic process is essential as part ofra global analysis in order to avoid
many user-defined parameters. In our scheme thpopea leave-one-out gradient
descent provides proper bandwidth values for Satiea Clustering automatically.

3 Proposed gradient descent of leave-one-out Kernel averaged

We propose gradient descent learning of the kexvelaged (or weighted average)
regression function to automatically estimate adwadth parameter. Given a training

set {x;, yi}iN:1 wherex; are the points any are the desired labels (which we will de-
fine later in eq. 4), the conventional kernel agexiregression functidix;) is:

) = D %) Vi (22)
6dx) = 0/ (3 01(x)) (2b)

where g (X) = exp(d(X)/o?) are Gaussian kernetnd d,(x) = |k« — x|F is the
squared Euclidean distance. The kernel averfggchas a nominataLy;(x)y;, and a
denominatoe;(x;) defined as a sum gi(x;) Gaussian kernels over &ldata points.
Since in subtractive clustering the potenBél) = Z¢;(x;) we can see that actually this
potential is the normalization factor ffx;).



3.1 Gradient of the leave-one-out kernel averaged

The proposedeave-one-out kernel averaged regression functiofi,(Xi,y) is given
by leaving out from the sum in eq. 2 a percentagithe self-contribution of; as:

fioo(Xi,y) = ZL\I 9(Xi) Yic = 7 Gi(X) Vi 3)

wherey is the small leave-one-out parameter which taldises in the range [0, 1].
The proposed method uses desired lajpdts the pointss;. We define them as:

yi= (N Y Il - %P 0

Thus, each desired labglis considered as the variance of the correspondjnf
this x; was the center of the training set. So

The gradientoE(o,x)/00, with respect to bandwidtl, is computed from the
squared erroE(s,x) which is a convex function defined &o,x) = (fioo(X,7)-Y)?
wherefo(X,7) is the leave-one-out kernel averaged regressioctibn.

Without the leave-one-out such a gradient will work. Taking a gradient of the
kernel averaged with respect to the bandwidth mdll result in a suitable solution,
since eventually all points will converge to tingridlwidth values (they will be correct
for predicting themselves).

The classical squared eri8¥o,x;) for each; is:

E'(.x) = (112) fioo(Xiry) = Y1) )

The gradient descent update for thparameter can be defined from the gradient
of the squared error as:

Ao = =& OE (0,00 (6)
The chain rule of the gradient gives:

OB (0.x)/60 = (O (0.%)/Ofi00(Xi,7)) (Bfioo(Xi:1)/00) = (fioa(Xi:7) = Y1) (Bfioo(Xiy) 160)  (7)
where the derivated{,o(X;,y) /00) is:

%fmo(xm’) = ZE(%gk(xi) Yi) _V%gi(xi) Yi (8)
where we only need to find the derivatg(x;)/oc given by:

N -1
aigk(xi) = ai [wk(xi)‘(zwj(xi)) ] =

:(i (0k(Xi))'( Z (ﬁj(xi))_l - (ﬂk(Xi)‘( Z Cﬂj(Xi))_2 ( Z 90 (ﬂj(Xi)) )



This equation by usinﬁ k(%) = o(X) o(x;) Io°> becomes:
oo

%gk(xo = (px)ax)lo)-( Z i) =00)-( ZJ) oi0x)) " ( EJ) (910 3,(x)/c”))
= () qok(xo(iwj(xi))’l[ék(xi) - (iwj(xi))’l( i (009 50:))] (10
, , ,
and by replacing the expression fpfx;) from eqg.2b into eq. 10 it gives:
%gk(xi) = (16%) gux) [3ux) - (i(gj(xi) 5,0)))] (1)

Eqg. 11 is the general derivate for any functig(x;).
The derivatedg;(x)/do (of the contribution ofk to itself) has a shorter expression
produced by eq. 11 which after simplifications @@ytingdi(x;) = 0 andp;(x;) = 1) is:

Za00= = @) (3 (0 ax) ) (3 (%) (12)
o i i

Finally by substituting eq. 11 and eq. 12 into @gve can computed{.o(X;,y)/0c.
In a more shorthanded notation it gives:

_ N (9,5, (9,0,
%floo(xi) - (1/63)Zk: ([51( - (wj J)J'q)kykJ"']/ (¢J 12) Y (13)

29, 2o, (Z(Dj) !

The small leave-one-out parameges [0, 1] prevents the gradient from converg-
ing into tiny values of the bandwidth There exists a trade-off betwegsil which
gives large bandwidths and0 which gives tiny bandwidths.

Stochastic mode (or online) of gradient descenhliag computes the gradient by
using a single example at a time. The algorithndoanly selects an exampie and
its labely; and updates the current parametey using:

" =69 - £ 0E(6Y, x)/00 t=1,.N (14)

Hence, an epoch ends after all examples are intezHin a random order. Then
the gradient updates ofare averaged over all examples as®™" = avge®) with
t=1,...N. The learning raté can be constant or can vary at each epoch. Foepneh
step thdeave-one-out kernel averaged gradient descent is:

fort=1to N

pick randomly a point, without replacement
update the parameteby usings™™® = ¢ - & 6E(6Y, x)/0
end for



4 Initializations and parameter settings

As usual the first thing to do is to scale the datdures into the range [0, 1]. With-
out scaling the gradient might not converge, sitheelearning raté& depends on the
scale of the feature space. By scaling the datairfesfirst, we can then use a fixed
value for¢ for all datasets and hence avoid searching fdalskai learning rates each
time we use a different dataset. Such scaling alsxids over-fitting which occurs
when some features are in large numeric ranges.

In Subtractive Clustering (SC) the potential upakaitycle terminates if the current
max potentiaP* become less that a thresholi € e P;"). If e is selected to be very
small, a large number of exemplars will be selec@ul the contrary, a large value of
e will lead to a small exemplar set. In order toidvany other user-defined parameter
we sete = 1P, . That is, Subtractive Clustering terminate§-tit iteration wherPJ-*<
1. Thus, every point starts with potenti®(i)>=1 and finally ends up with potential
P(i)<1. There is a theoretical justification for tHimit since P(i)=1 is the self-
contribution of every-th point to itself.

For 2-dimensional datasets in Subtractive Clustevie sets, = 1.5, as recom-
mended. High dimensional density estimates mayesfifbm the curse of dimension-
ality. For higher dimensions there is a problentasithe 1.5 percentage influences
more strongly the nearby points and we use a Marigb= o, + 0.5 (1.0 Kso1af/N) 03,
which starts fronv, = 1.5, and decays. Ak, (the number of selected exemplars
so far) increases from 1 toduring theP(i) updating cycle of SC, the parametgr
gradually decreases and in the theoretical lkrN the values, becomes equal .

For the online gradient descent we set a fixechlagrrateZ = 0.2 and maximum
epochs = 10. Usually it converges after the fipgiah if the dataset size is larger than
10000. So, for larger datasets we can set maxinpoohs = 2.

For the leave-one-out kernel averaged regressiactitn we set the leave-one-out
parametep = 0.1. The valug = 1 removes the self-contribution completely antl wi
give a large bandwidth and very few exemplars, eyt 0 will give a tiny band-
width and almost all points as exemplars. Sincegtia is just to avoid this, we found
after some experimentation that a vatue0.1 is always sufficient enough to prevent
bandwidth from converging into tiny values, so@g@tovide a stable solution without
producing large bandwidths.

Initializing the bandwidths in the beginning of gradient descent (epoch =sQ@ri
issue, since for different datasets we may neesgaoch for different initial values of
o each time. However there is a simple automatic thay works around this. We set
the initial bandwidth equal to the trace of covacie matrixR. Hence, givemN points

X, each one i dimension, with their meag = (1/V) Z:'xn the covariance matrix is

R = (1IN ZE‘ (1 — %) (1 - )" and the initial value of is (14) Zid Jri . wherer;

are the diagonal elements Rf Thus, the gradient descent starts with a reldsixge
bandwidthe which decreases immediately after the first epaati] it converges.

It is important to note that we use the same gpdtfor all the datasets and no user-
defined parameter is needed.



5 Experimental simulations

The first set of experimental simulations presesutts for visual comparisons of
AP with the proposed algorithm using four 2-d datasThe second set present per-
formance comparisons and quality analysis on séxeshworld benchmark datasets.

The code for Affinity Propagation (AP) was downleddfrom the official site
(http://www.psi.toronto.edu/affinitypropagation) PAuses as input a similarity matrix
S in which the pair-wise similarities between datdnts are defined from their dis-
tances as(i,k) = —|ki — xJf for everyi#k, as suggested in [8]. There are two more
parameters: the damping factoand the prior preferencegk,k) which are the diago-
nal values of the similarity matrix. The dumpingtfar is usuallyt = 0.5 as suggested.
For the preferences, a good choice [8] is to dahaldiagonal elemen&k,k) equal
to the median value of all the similarities betwekata points. We use as preference

L P NN
the one half of the mean value of all similarit{@$2N)) Zi Zk s(i,K) that results

in a moderate number of exemplars which emergenzatically. This choice selects
much more exemplars than the median choice whililliavoids selecting outliers.

5.1 Evaluation Criteria and Quality indexes

The sum of squared errors (SSE) which quantifies thelustering error is the most
widely used quality criterion [8] and is given khetsum of the squared distance be-
tween each poin and its corresponding exemptgk;) as:

sE=Y" |Ix - cx)If (15)

The maximum distance (maxD) between any poing and its exemplaz(x;) that can
quantify if all points are compactly represented ¢fuster is larger thamaxD) is:

maxD =max|k; - c(x)|P (16)

Thenormalized Hubert gamma statistic [13] is a well known cluster evaluation cri-
terion which is invariant to the number of clustayiven by:

2 2P D~ ) X QG ) )

Op X 0q

17

whereM = N(N-1)/2, and it uses two proximity matrices P and @hbof size
NxN. An elementP(i, j) is the distance between poimisandx;. An elemen€(i, j) is
the distance between the cluster representativieoies to whichx; andx; belong.up
is the mean of all elements of matrixR, is the mean of all elements of matrix Q,
while op andog are their standard deviations from their meansigh value of this
statistic (close to 1) indicates the existence elf-separated compact clusters.



Thenet similarity cost is defined as a cost function specifically for f8#p[14] and
it is the sum of similarities(i,k) between data points and their exemplars, mines th
exemplar costs(k,k), (the preferences of the exemplars). AP iderstifieset of exem-
plarsK so as to maximize this cost given by [14]:

> maxs(i, k) + > s(k,k) (18)

igK keK

5.2 Visual comparisons of AP with the proposed KG-SC

For the visual comparisons we use four datasets 2vitimensions each. We com-
pare the results of Affinity Propagation (AP) algfom with the proposed leave-one-
out kernel gradient subtractive clustering (KG-8Glort).

AP found 20 exemplars automatically KG-SC found 39 exemplars automatically

Fig. 1. Dataset 1 (two spirals) has 200 points. Exemg@leranarked as black squares, while the
other points are marked as white circles.

AP found 15 exemplars automatically KG-SC found 27 exemplars automatically]

Fig. 2. Dataset 2 has 322 points. Exemplars are blackaguather points are white circles.
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AP found 23 exemplars automatically G-BC found 55 exemplars automatically

Fig. 3. Dataset 3 has 523 points. Exemplars are blackssjuather points are white circles.

AP found 50 exemplars automatically KG-SC found 179 exemplars automatically

Fig. 4. Dataset 4 has 2551 points. Exemplars are blackreguother points are white circles.

Table 1 illustrates the quality indexes that cqroesl to the exemplar selections
and clustering solutions of the datasets in figsftr the AP and KG-SC.

Table 1. Quality indexes for the exemplar selection andtelting solutions of the datasets in
figs 1-4. For each algorithm (AP and KG-SC) westhate the net similarity cost, maximum
Distance, clustering error, normalized Hubert stati Best indexes are marked in bold.

Affinity propagation algorithm Proposed leave-ang kernel
gradient subtractive clustering
N netSm  maxD  error  Hubert | netSm  maxD  error  Hubert
Dataset 1 200 -3.55 0.028 1.49 0.915 -4.63 0.016 0.62 0.979
Dataset 2 322 -4.01 0.061 161 0.959 | -5.49 0.058 1.03 0.974
Dataset 3 523| -5.84 0.058 2.41 0.954 | -9.23 0.042 0.89 0.980
Dataset4 2551 -144 0.015 6.61 0.976 | -31.2 0.003 1.44 0.995




From table 1 it seems that both algorithms canigeohigh quality results for the
2-dimensional datasets, while a slight precedenc&de given to KG-SC.

In addition, it is apparent in table 1 that AP dets exactly what it promises, that
is to identify a set of exemplaks so as to maximize the net similarity cost [14]eTh
net similarity cost is better for AP than KG-SC. &8 remains the best algorithm for
thek-centers problem.

However the clustering error that quantifies thetattion and the normalized
Hubert index that quantifies the cluster compadrae better for KG-SC. Note that
ideal clustering solutions usually have the norpealiHubert index close to 1 as they
are in the last column of table 1. So KG-SC debvaore well defined exemplars.

It is thek-centers problem itself which might not be ablgjt@rantee the best ex-
emplar selection. That is why KG-SC takes a diféngath; the density based, and
tries to find the most important representativesrfithe densest ones. The better qual-
ity of the KG-SC solutions is evident from the nraxim Distance, clustering error
and normalized Hubert statistic in table 1.

The computational complexity cost of the propose®-8C is quadratic ®f) of
the same order with the cost of SC. Actually, Binge datasets and max epochs = 2 it
is two times that of SC. This cost is much lowearthhe AP cost. The memory re-
quirements for KG-SC is @), since only the dataset is needed in main mentiny.
the other hand, AP does require three matricesilésities, availabilities, responsi-
bilities) of sizeNxN in main memory and this could limit the algorithhrlowever,
one can argue that for the special case of ulgh-timensional datasets where the
data dimension is of the same order with the nurobexamplegd =~N) the memory
requirements become the same.

What will happen in a case where someone needga fiumber of exemplars less
than the KG-SC algorithm finally selects is a gimsthat could be answered. Note
that an advantage of Subtractive Clustering is ithaturns exemplars in decreasing
order from the most important to the least impdrt&o, picking the firsK in this list
is one simple solution.

5.3  Quality Comparisons on real world benchmark dataset

Quality comparisons are also performed on a nurolbgrublicly available real-
world benchmark problems which are downloaded fitben UCI machine learning
data repository (http://archive.ics.uci.edu/ml).eTépecific details of these datasets
(dataset name\ examples before duplicate remowéidimensions) are illustrated in
table 2 together with the results.

We found that while KG-SC as a density-based dlgaridoes not suffer from the
existence of duplicates, AP does. Thus for a famjgarison we first remove all du-
plicates from the benchmark datasets. Also, siheenet similarity is not a quality
index but a specific cost suitable only for APwWas always better for AP) we do not
illustrate it in table 2. Note, for future considgons that we detect several duplicates
in the datasets Banknote Authentication, Blood $tasion, Phoneme, Wisconsin
Breast Cancer, Haberman, Yacht Hydrodynamics, RénkeVWuality, White Wine
Quality, Concrete Compressive Strength.



Table 2. Quality indexes for the exemplar selection of easi benchmark datasets with
examples and dimensions. For each algorithm (AP and KG-SC) lustrate thek number of
selected exemplars which emerge automaticallyptiwe@mum Distance, the clustering error
and the normalized Hubert gamma statistic. Bedlityuadexes are marked in bold.

Affinity Propagation Proposed leave-one-out kernel
algorithm gradient subtractive clustering
name N d k maxD error Hubert| k maxD error  Hubert
CPU 209 7 21 093 469 0953 | 20 060 4.33 0.960
Yacht 308 6 33 014 773 0958 | 54 0.05 3.37 0.980
Housing 506 13 | 35 066 399 0965 45 0.61 37.8 0.967
Concrete 996 8 80 0.38 304 0943|114 0.18 25.0 0.960
Airfoil 1503 6 79 019 20.7 0.980{138 0.05 11.2 0.989
Abalone 4177 7 127 0.12 162 0991 | 45 0.11 219 0.991
RedWine 1599 11 ({116 0.65 50.0 0.876 | 104 0.53 56.2 0.857
Bodyfat 252 15 | 29 0.28 187 0923 | 21 159 248 0.759

WhiteWine 4898 11 | 292 0.11 776 0917|265 0.47 924 0.886

Wisconsin 683

Iris 150 4 10 0.14 295 0962 | 22 0.09 161 0.978
Haberman 306 3 23 020 4.02 0907 | 47 0.17 2.37 0.938
Ecoli 336 7 27 021 929 0931 | 4 0.20 7.45 0.949
Blood Trans 742 4 28 035 413 0948 | 34 011 3.28 0.963
Banknote 1372 4 5 006 7.38 0977|115 0.05 3.58 0.989
Phoneme 5404 5 |165 0.12 323 0.950 | 374 0.07 20.5 0.969
Yeast 1484 8 | 107 0.11 223 0.960| 119 0.17 232 0.960
Diabetes 768 8 83 018 30.6 0.895 65 0.62 39.1 0.834
Wine 178 13 | 27 054 266 0.885 18 098 376 0.828
Heart 297 13 |43 138 921 0904 25 2.13 138 0.855
9

37 097 839 0931 27 193 109 0.909

Dermatology 358 34| 41 250 320 0.909| 36* 4.34 371 0.877
Shuttle 58000 9 * * * * 956 0.002 1.01 0.999

Both algorithms find well defined representativerwplars and deliver high qual-
ity solutions, since the normalized Hubert gammdeinis very high in both of them
for all benchmark datasets. In low dimensional sietta KG-SC seems better, while in
high dimensional datasets AP seems better.

There are some limitations. AP has limits in thenber of examples, while the
proposed KG-SC is density-based and might limitgdh® number of dimensions
(features). The Dermatology dataset has many diimengl = 34) and the leave-one-
out gradient could not converge for 0.1, so we use a minimum value 0.01. The
Shuttle dataset has quite many examphs=(58000) and the Affinity Propagation
runs out of memory (it needs 39 GB). For the Saudtitaset the proposed leave-one-
out Kernel Gradient Subtractive Clustering produ2e8 exemplars and a normalized
Hubert gamma statistic 0.999 which indicates veeyl formed compact clusters.



6

Conclusions

We present a scheme that can potentially permitnaattic selection of representa-

tive exemplar points from the data without the neéény used-defined parameter.
By computing a gradient descent for a simple leave-out kernel averaged regres-
sion function that can automatically estimate daflé bandwidth parameter for the
density-based Subtractive Clustering algorithm @@ extract most representative
exemplars, without initial knowledge of their numbEvaluating with classical qual-
ity indexes the data clustering solutions aroures¢hexemplars reveal that the pro-
posed KG-SC algorithm produce well separated cotrgyaat dense clusters. Experi-
mental comparisons with the state-of-the-art AffirfPropagation exemplar selection
algorithm show that both algorithms select wellided representative exemplars and
can deliver high quality solutions. KG-SC is simplgrallelizable, a point worthwhile
studying in the future. We also plan to explore possibility of using either mini-
batch gradients, or a dual tree for speeding upS@1interesting future works could
extend KG-SC in order to explore a possible aut@nah other density based algo-
rithms. Currently we study the proposed KG-SC famning Neural Networks.
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