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Worst- and average-case privacy breaches
in randomization mechanismg

Michele Borealé and Michela Paolifi

! Universita di Firenze, Italy 2 v - Institute for Advanced Studies, Lucca, Italy

Abstract In a variety of contexts, randomization is regarded asBattve tech-
nigue to conceal sensitive information. We model randotiiramechanisms as
information-theoretic channels. Our starting point ismastic notion of security
that expresses absence of any privacy breach above a giadrofeseriousness
€, irrespective of any background information, represeated prior probability
on the secret inputs. We first examine this notion accordingvdo dimensions:
worst vs. average case, single vs. repeated observatineach case, we charac-
terize the security level achievable by a mechanism in alsifaghion that only
depends on the channel matrix, and specifically on certaasares of “distance”
between its rows, like norm-1 distance and Chérhmformation. We next cla-
rify the relation between our worst-case security notiod differential privacy
(or): we show that, while the former is in general stronger, the toincide if
one confines to background information that can be factiig® the product of
independent priors over individuals. We finally turn oueatton to expected uti-
lity, in the sense of Ghosh et al., in the case of repeategantient observations.
We characterize the exponential growth rate of any reasenaitity function. In
the particular case the mechanism provides, we study the relation of the
utility rate with e: we dfer either exact expressions or upper-bounds for utility
rate that apply to practically interesting cases, such agtthncated) geometric
mechanism.

Keywords: Foundations of security, quantitative information flovifferential
privacy, utility, information theory.

1 Introduction

In a variety of contexts, randomization is regarded as féectve means to conceal
sensitive information. For example, anonymity protociis Crowds [24] or the Dining
Cryptographers [11] rely on randomization to “confoundé tdversary as to the true
actions undertaken by each participant. In the field of Dataild, techniques have
been proposed by which datasets containing personal iatimmthat are released for
business or research purposes are perturbed with noiss,tegpaevent an adversary
from re-identifying individuals or learning sensitive axmation about them (see e.g.
[15] and references therein).

* Work partially supported by theu funded project Acexs. Corresponding author: Michele
Boreale, Universita di Firenze, Dipartimento di Sistemhéimatica, Viale Morgagni 65, I-
50134 Firenze, ltaly. E-mailichele.boreale@unifi.it.



In the last few years, interest in the theoretical pringpladerlying randomization-
based information protection has been steadily growing major areas have by now
clearly emergedQuantitative Information Flowqrr) [8,19,5,6,9,10,26] andifferen-
tial Privacy (op) [13,14,21,22,16,17]. As discussed in [df is mainly concerned with
quantifying the degree of protectiorffered against an adversary trying to guess the
whole secretpr is rather concerned with protection of individual bits oé thecret,
possibly in the presence of background information, likewdedge of the remaining
bits. The areas afir andpp have grown separately for some time: only very recently
researchers have begun investigating the relations betthese two notions [1,2,3,4].

The present paper is an attempt at distilling and systemgtiae notions of security
breach underlyingir andor. We view a randomization mechanism as an information-
theoretic channel with inputs i and outputs inY. The starting point of our treatment
is a semantical notion of breach. AssuAiés a finite set of items containing the secret
information X, about which the adversary has some background knowledgelief,
modeled as a prior probability distributigr(x). Consider a predicat® ¢ X —in a
dataset about individuals, one may think @fas gender, or membership in a given
ethnical group etc. The mere fact théis in Q or not, if ascertained, may convey sen-
sitive information abouk. Henceforth, any observatigre V that causes a significant
change in the adversary’s posterior belief abdwt Q must be regarded as dangerous.
In probabilistic termsQ is abreachif, for some prior probability ornX, the posterior
probability of Q after interaction with the randomization mechanism exkiaisignifi-
cant change, compared to its prior probability. We decreandaomization mechanism
as secure at level, if it exhibits no breachof level > ¢, independently of the prior
distribution on the set of secret data The smallek, the more secure the mechanism.
This simple idea, or variations thereof, has been propolsesvbere in the Data Min-
ing literature — see e.g. [15]. Here, we are chiefly inteksteanalyzing this notion of
breach according to the following dimensions.

1. Worst- vs. average-case security. In the worst-caseoappr one is interested in
bounding the level of any breach, independently of howikkk breach is. In the
average-case, one takes into account the probability aftteervations leading to
the breach.

2. Single vs. repeated, independent executions of the mesrha

3. Expected utility of the mechanism and its asymptotic bhadepending on the
number of observations and on a user-defined loss function.

To offer some motivations for the above list, we observe that waase is the type of
breach considered isp, while average-case is the type consideregiinin the worst-
case scenario, another issue we consider is resistancekgrband information. In
the case obp, this is often stated in the terms that [1Begardless of external know-
ledge, an adversary with access to the sanitized databasgsdthe same conclusions
whether or not my data is includednd formalized as such [17]. We investigate how
this relates to the notion of privacy breach we considerchtilso intends to féer
protection against arbitrary background knowledge.

Concerning the second point, a scenario of repeated oliggrsyageems to arise
quite naturally in many applications. For instance, anranlrandomized data-releasing



mechanism mightfder users the possibility of asking the same query a numbenest
This allows the user to compute more accurate answers, dmipakes potential security
threats, as an adversary could remove enough noise to lakraole information about
the secret. This is an instance of tt@mpositiomattacks which are well known in the
context ofop, where they are thwarted by allotting each user or group@faaprivacy
budgetthat limits the overall number of queries to the mechanisee; 8.g. [21,16].
For another example, in a de-anonymization scenario girtol23], [6] shows that
gathering information about a target individual can be ntedi@s collecting multiple
observations from a certain randomization mechanism. tregg, one would like to
assess the security of a mechanism in these situationsrtioysar, one would like to
determine exacthhow fastthe level of any potential breach grows, as the nunmoefr
independent observations grows.

The third point, concerning utility, has been the subjecinténsive investigation
lately (see related work paragraph). Here, we are intedéstsetudying the growth of
expected utility in the model of Ghosh et al. [18] as the nundféndependent obser-
vations grows, and to understand how this is related to ggcur

In summary, the main results we obtain are the following.

— In the scenario of a single observation, both in the averagdrathe worst case,
we characterize the security level (absence of breach aboeetain threshold) of
the randomization mechanism in a simple way that only depemdcertain row-
distance measures of the underlying matrix.

— We prove that our notion of worst-case security is strongante. However, we
show the two notions coincide when one confines to backgrofodmation that
factorises as the product of independent measures ovardiiduals. This, we
think, sheds further light on resistanceppfagainst background knowledge.

— In the scenario of repeated, independent observations, eterndine the exact
asymptotic growth rate of the (in)security level, both ia thorst and in the average
case.

— In the scenario of repeated, independent observations, aterrdine the exact
asymptotic growth rate of any reasonable expected utlify. also give bounds
relating this rate ta-op, and exact expressions in the case of the geometric me-
chanisms. In this respect, we argue that the geometric mexrhas superior to its
truncatedversion [18].

Related workThere is a large body of recent literature@n[8,19,5,6] andr [13,14].
The earliest proposal of a worst-case security notion ithédbest of our knowledge,
found in [15]. As mentioned, the investigation of the redag betweerir andop has
just begun. Both [4] and [2,3] discuss the implicationeafr on information leakage
guarantees, and vice-versa, in the case of a single observht the present work,
we propose and characterize both worst- and average-aasete notions of privacy
breach, encoding resistance to arbitrary side-informatiad clarify their relationships
with qir andop. We also study the asymptotic behavior of privacy breackepedding
on the number of observations.

The notion of utility has been the subject of intensive itigggion in the field obp,
see e.g. [22,18,1,2,3] and references therein. A geneadlgthat of designing mecha-
nisms achieving optimal expected utility given a certaiousity level e. Ghosh et al.



[18] propose a model of expected utility based on user peefsrs, and show that both
the geometric mechanism and its truncated version achievensal optimality. Here
we provide the growth rate of utility, and we highlight &fdrence between a mecha-
nism and its truncated version, in the presence of repedisereations. Alvim et al.
[1] have shown the tight connection between utility and Bagk, hence information
leakage, in the case of a single observation. fedént, somewhat stronger notion of
utility, called accuracy is considered by McSherry and Talwar [22]. They do not pre-
suppose any user-specific prior over the set of possibleenssvather, they show that,
in the exponential mechanism they propose, for any datati@sexpectedcoreof the
answer comes close to the maximum.

Structure of the papeiThe rest of the paper is organized as follows. In Section 2 we
review some terminology and basic concepts about Bayesipathesis testing and
information leakage. Section 3 characterizes the semaatiarity of randomization
mechanisms, both in the worst and in the average case, hitedito a single observa-
tion on the part of the adversary. Section 4 discusses thdaelbetweenr and our
worst-case security. Section 5 discusses the asymptdtavim of the security level in
the case of independent observations where the secret input remaétd; fiigain both

in the worst and in the average case. In the worst case, webfitsoa result charac-
terizing the probability, depending an thatsomesequence of observations causes a
breach. In Section 6 we deal with utility in the case of repdaibservations. Section
7 discusses further work and draws some concluding remtlesto space limitations
proofs have been omitted; they can be found in a full versi@ilable online [7].

2 Preliminaries

We review some notation and basic concepts about Bayesjamthgsis testing and
information leakage.

2.1 Basic terminology

Let X be a finite nonempty set. A probability distribution Anis a functionp : X —

[0,1] such thaty,.x p(X) = 1. Thesupportof p is defined as suppj 2 (xeX| p(x) >

0}. For anyQ ¢ X we letp(Q) denote}; .o p(X). Givenn > 0, we letp" : X" — [0, 1]
denote ther-th extension ofp, defined ap"(x4, ..., X,) = [IL; p(X); thisis in turn a
probability distribution on the set". WhenQ < X" andn is clear from the context,
we shall abbreviat@"(Q) as justp(Q). Forn = 0, we setp®(e) = 1, wheree denotes
the empty tuple. PrY will generally denote a probability measure defined on sproe
bability space (understood from the context). Given a ramglariableX taking values
in X, we write X ~ p(x) if X is distributed according tp(x), that is for eachx € X,
Pr(X = X) = p(x). We shall only consider discrete random variables. Suppasare
given random variableX, Y,... taking values inX, Y,... and defined on the same pro-
bability space. We shall use abbreviations suclp@s) for Pr(Y = y|X = X), p(YIQ)
for Pr(Y = yIX € Q), and so on, whenever no confusion arises about the involved
random variableX andY. Finally, when notationally convenient, we shall denote th



conditional probability distribution oY p(-|x) (x € X) aspx(-). Randomization mecha-
nisms are information-theoretic channels. The use of tigept in the field ofir has
been promoted by Chatzikokolakis, Palamidessi and calébrs [9,10,8]; the systems
amenable to this form of representation are sometimeseefés asnformation hiding
systemgsee also [5,6]).

Definition 1 (randomization mechanism).A randomization mechanisis a triple
R = (X, Y, p(-])), composed by a finite set ofputsX representing the secret informa-
tion, a finite set obbservabled representing the observable values, antbaditional
probability matrix p(|-) € [0, 1]**¥, where each row sums up to 1.

The entry of rowx and columry of the channel’s matrix will be written a3(y|x),
and represents the probability of obserwngiven thatx is the (secret) input of the sys-
tem. For eaclx, thex-th row of the matrix is identified with the probability didiution
onY given byy — p(y|Xx), which is denoted byy. We sayR is non-degenerati x # x’
impliespx # px, andstrictly positiveif p(y|x) > O for eachx andy. Note thatp(-) on X
and the conditional probability matrig(y|x) together induce a probability distribution
gonX x Y defined agj(x,y) = p(X) - p(y|X), hence a pair of discrete random variables
(X, Y) ~ q(x. y), with X taking values inX andY taking values iny. Of course, one has
X ~ p(x) and, for eactx € X andy € ¥ s.t. p(x) > 0, Pr(Y = yIX = X) = p(y|X).

2.2 Bayesian hypothesis testing, min-entropy, leakage

Assume we are given a randomization mecharism (X, Y, p(:|-)) and an a priori
distribution p(x) on X. Assume an attacker wants to ident¥yon the basis of the
observationy, where, as explained abové&, {Y) ~ p(X) - p(y|X). This scenario can be
formalized in terms of Bayesian hypothesis testing, a®¥ml The attacker’s strategy
is represented by guessing function g Y — X. The success probability after 1
observatior(relative tog) is defined as by

PO 2 Pr(Y) = X). (1)

Correspondingly, the error probabilityﬁﬁg) 21- P(SQJCO It is well-known (see e.g.
[12]) that optimal strategies, that is strategies maxingzihe success probability, are
those obeying the followinylaximum A Posterior{map) criterion: for eacty € Y and
x € X g(y) = ximpliesp(y|¥)p(X) = p(y|xX)p(X) VX € X.In what follows, we shall
always assume thaf is map and consequently omit the superscit The quantity
Psuccadmits a number of equivalent formulations. For exampls,straightforward to
check that (cf. e.g. [26,5,6]; the sums below run oyef positive probability)

Psucc=' , P(Y) maxp(xly) )
y

= >, maxp(yX)p(x). 3)
y

Equation (2) shows clearly th&; . results from araverageover all observationg €
Y. This equation also establishes a connection with Rémyirsentropy[25]. This, for



arandom variablX ~ p(x), is defined thus (in the following, all the log’s are takerwi
base 2)H.(X) 2 - log max, p(x) .Conditional min-entropy oK givenY is defined as:
He(X]Y) £ —log 2y P(y) max p(xly) .Therefore from (2)

Psucc= 27HM) (4)

Success probability is the key to definimjormation leakag®f X givenY. This quan-
tity expresses, in bits, how much, on the average, one olsemincreases the success
probability of the attacker. The intuition is that a gain ofdit of leakage corresponds

to doubling the a priori success probabili#y(X; Y) 2 Hoo (X)—Hw(X]Y) = log ﬁm .

2.3 Asymptotic behavior

The scenario of a single observation generalizes to theafaseveral, say, indepen-
dent observations as follows. Given a prp§k) and fixed anyh > 0, the adversary gets
to know the observations correspondingitimdependent executions of the mechanism
R, sayy" = (Y1, ..., ¥n) € Y", throughout which the secret statés kept fixed. Formally,
the adversary knows a random vector of observatidhs: (Ya, ..., Yy) such that, for
eachi = 1,...,n,; is distributed likeY and the individual; areconditionally indepen-
dent given XThat is, the following equality holds true for eagh e Y" andx € X
s.t.p(X) > 0 Pr(Y" = (y1,...,¥n) | X = X) = []{L, p(YilX) .We will often abbreviate the
right-hand side of the last expression@g"|x). Again, for anyn, the attacker’s stra-
tegy is modeled by a guessing functign Y" — X; the optimal strategy, that we will
assume throughout the paper, is wheis map. The corresponding success and error
probabilities, which depend am will be denoted byP? .. andPL, respectively. It is
quite expected that, as — +oo0, P],.. — 1, and this is indeed the case, under very
mild conditions. What is important, though, is to charaizeehow fastthe probability
of success approaches 1. Intuitively, we want be able taméte an exponent > 0
such that, for large, P}~ 1 —27. To this purpose, we introduce some concepts in
what follows.

Let {an}n=0 be a sequence of nonnegative reals. Assumertealim,,_, ., a, exists
and thaia, < 7 for eachn. We define theate of {a,}n>o as follows:

ratefan)) £ im ~ log(r - a) 5)

provided this limit exist& When ratea,}) = p we also say thad, reachesr at rate
p, and write this asa, = v — 27 .Intuitively, for large values on oh, this = can
be interpreted as.. The above definition is modified as expected for the case when

a, > 7 for eachn: we set ratd@n}) 2 iMns oo —,—11 log(a, — 7) and writea, = 7 + 2~ if
p = rate(a,}). Note that we do allow ratéd,}) = +o0, a case that arises for example

when{an}ns0 is @ constant sequence.

1 For the case = 0, we set for uniformity" 2 e (empty tuple) and(e|x) = 1. With this choice,
Plucc = MaX P(X).

2 More generally, we define the upper-rate (resp. lower-r&E)a,}) (resp. rat€a,})) by re-
placing the lim in (5) by lim sup (resp. liminf).



The rate of growth oPY, .. is given byCherngf Information Given two probability
distributionsp, g on Y, we let their Chernfi Information be

C(p.a)£-minlog( > p'ME'Y) (6)
T yesupp@)Nsuppg)

where we stipulate th&(p, q) = +oo if supp(p) N supp€) = 0. HereC(p, q) can be
thought of as a sort of distantbetweenp andq: the morep andq are far apart, the
the less observations are needed to discriminate between More precisely, assume
we are in the binary cas€ = {xq, X2} (binary hypothesis testing) and Igt= p(:|x) for

i = 1,2. Then a well-known result gives us the rate of convergeoicthe probabilities
of success and error, with the proviso tipék;) > 0 andp(xz) > 0 (cf. [12]): PR cc =
1-2-"CPuP2) gndP] = 2-"APuP) (here we stipulate2® = 0). Note that this rate does not
depend on the prior distributign(x) on{x;, Xz}, but only on the probability distributions
p1 andp,. This result extends to the general cRde> 2. ProvidedR is non-degenerate,
it is enough to replac€(pi, p2) by min..» C(px, px), thus (see [5,20]):

Poucc=1- 27 "MiNcx C(PxP) (7)
Pg - 2—nminx¢x' C(px.Px) (8)

(with the understanding that, in the mip(x) > 0 andp(x’) > 0).

3 Semantic security of randomization mechanisms

We shall consider two scenarios. In the worst-case scenam® is interested in the
seriousness of a breach, independently of how much the tbisdikely; this is also
the scenario underlying fierential privacy, which we will examine in Section 6. In the
average-case scenario, one considers, so to speak, thessess of the breach avera-
ged on the probability of the observ&d In each scenario, our aim is to characterize
when a randomization mechanism can be considered securénb@mtsemantic and in
an operational fashion. We fix a generic randomization mmisha&r for the rest of the
section.

3.1 The worst-case scenario

In the worst-case definition, we compare the probability fdicatesQ < X of the
inputs, prior and posterior to one observatjos Y: a large variation in the posterior
probability relative to any implies a breach. Note that even the situation when the
posterior probability is small compared to the prior is ddased as dangerous, as it
tells the adversary that € Q€ is likely.

Definition 2 (worst-case breach)Lete > 0. A e-breach(privacy breach of levet) for
R is a subset (C X such that for some a priori probability distribution()y on X, we

have Q) > 0 and
max| log p(Qly)

PY)>0 p(Q)

% Note thatC(p,q) = 0 iff p = g and thatC(p,q) = C(g, p). HoweverC(-, ) fails to satisfy the
triangle inequality.

| > €.



R is e-securdf it has no breach of leved. Thesecurity levelof R is defined agx 2
inf{e > 0 : Ris e-securg.

If | log %l > €, We sayy causes a Q-breach of level

Remark 1.Note that the condition mgklog %| > € can be equivalently reformu-

p@QY) _pQ
lated as ma;«nax{m, m} > 2¢,

For eacty € Y, letmyy andrmy be the maximum and the minimum in the column
y of the matrixp(-|-), respectively. We give the following operational chaesization of
e-security. A similar propertygmplificatior) was considered as aféigient condition
for the absence of breaches in [15]. In the theorem below tipalate that% = +00
if 7my > 0 andmyy = 0.

Theorem 1. R is e-secure ff log max, ’;lmi <e.

Example 1.The following example is inspired by [15]. The private infuation is re-
presented by the set of integeXs= {0, ...,5}, andY = X. We consider a mechanism
that replaces any € X by a numbey that retains some information about the original
X. More precisely, we leY = [ X + £] mod 6, where with probability .8 ¢ is a cho-

sen uniformly at random if-3, 1}, and with probability G it is chosen uniformly at
random inX. We can easily compute the resulting conditional probgtifiatrix.

0.2500 02500 00833 00833 00833 02500
0.2500 02500 02500 00833 00833 00833
0.0833 02500 02500 02500 00833 Q0833
0.0833 00833 02500 02500 02500 Q0833
0.0833 00833 00833 02500 02500 02500
0.2500 00833 00833 00833 02500 02500,

The security level of this mechanismés = log 22, = 3.0012.

3.2 The average-case scenario

We want to asses the security®by comparing the prior and posterior success proba-
bility for an adversary wanting to infer whether the secsehiQ or not after observing
Y. This will give us araveragemeasure of the seriousness of the breach inducégl by
Fix a prior probability distributiorp(x) on X. For every nonempt® ¢ X, we shall
denote byQ the binary random variabliey(X), wherelg : X — {0, 1} is the indicator
function of Q — in this notation, the dependence frgtx) is left implicit, asp(x) will
always be clear from the context. An adversary, after olisgry, wants to determine
whether it holdQ or Q°. This is a binary Bayesian hypothesis testing problem, hic
as seen in Section 2, can be formulated in terms of min-entrop

Definition 3 (Average-case breach)Let e > 0. A e-A-breach (average case breach
of level €) of R is a Q C X s.t. for some a priori distribution () on X, we have
that p(Q) > 0 and L(Q;Y) = Huw(Q) — Ho(QlY) > €. R is e-A-secureif it has no
average case breach of levelTheA-security levelof R is defined as,ﬁ,\ 2infle>0:
Ris e-A-securg.



Of courseY leaks at most one bit about the truth@f0 < £(Q; Y) < 1. In the next
theorem, recall that for eache X, py(-) denotes the distributiop(-|X).

Theorem 2. Let | = maxx l|px — Pxll1 and e > 0. ThenR is e-A-secure ff
log(3 +1) < e

4 Worst-case security vs. dferential privacy

We first introducepp, then discuss its relation to worst-case security. The tiiefinof
differential privacy relies on a notion of “neighborhood” beénénputs of an underly-
ing randomization mechanism. In the original formulatitmg neighborsx andx’ are
two database instances that onlfeli by one entry. More generally, one can rely upon
a notion ofadjacency An undirected graph is a pai¥,(E) whereV is a set of nodes
andE is a set of unordered paits, v} with u,v € V andu # v. We also say thdE is an
adjacency relation oW and ifv ~ V' sayv andv are adjacent.

Definition 4 (differential privacy). A differentially private mechanis® is a pair
(R, ~) whereR = (X, Y, p(:|')) is a randomization mechanism ardis an adjacency
relation onX, that is, (X, ~) forms an undirected graph.

Lete > 0. We sayD providese-differential privacyif for each x X' € X s.t. x~ X/,
it holds that for each ¥ JV:

p(ylx)
p(yIx’)

Note that condition (9) is exactly that given in Theorem 1 bamcterize worst-
case privacy breaches, but limited to pairs of adjacent roasdx’. This prompts the
question of the exact relationship between the two notilorite rest of the section, we
will consider the standard domak= {0, 1}" of databasescorresponding to subsets of
a given set of individualgl, ..., n}. We deem two databas&sx’ adjacent if they dier
for the value of exactly one individual, that is if their Hanmm distance is 1 [14,3,1].
Throughout the section, we I€ = (R, ~) be a generic mechanism equipped with this
X and this adjacency relation. Moreover, we will denoteyi € {1, ..., n}) the set of
databases< € X | x = 1}, that is databases containing individual

The following theorem provides a precise characterizaifqworst-caseg-security
in terms of privacy of individuals: interaction with the niemism does not significantly
change the belief about the participation of any individoahe database.

myax| log [<e€. 9)

Theorem 3. R satisfiese-security jf for each i€ {1,...,n} and prior p(-), Q; is not an
e-breach.

Remark 2.The above theorem is of course still valid if one strengthes‘only if”
part by requiring thaboth Q and (¢t are note-breach.

We proceed now by linking (worst-casejsecurity toe-pp. The next result sets
limits to the “arbitrariness” of background informationaagst whichop offers guaran-
tees: for example, it fails in some cases where an adversargificient background
information to rule out all possible databases but two, Wiaie substantially dierent
from each other.



Theorem 4. If R satisfiese-security thenD = (R, ~) providese-pp. On the contrary,
for each n there exist mechanisms providéagp but note-security; in particular, these
mechanisms exhibitigreaches (i {1, ..., n}) of level arbitrarily close to B > €.

Example 2.Let us consider the mechanism with input dom&ir- {0, 1}2, correspon-
ding to the following matrix:

I~ ol Wik wIN
= ol Wi ol

)
[N
)
[N
ol
&
ol
ol

2/3 _

This mechanism providesor with e = 1. However, it is nok-secure, as e. 1 =

8 > 2.

We recover coincidence betweersecurity ande-pp if we confine ourselves to
background knowledge that can be factorised as the produmtiependent measures
over individuals. This provides another characterizatiba-op. In what follows, for
any x € X, we denote by, the element 0f0, 1}"! obtained by removing thith
component fronx.

Theorem 5. The following statements are equivalent:

1. D satisfies-pp;

2. for each ie {1, ...,n} and px) of the form p(x;)q(xi), Qi iS not ane-breach;

3. for each fx) of the forml‘['j‘=1 pj(xj) and for each ie {1,...,n}, Q is not ane-
breach.

5 Asymptotic security

We assume that the attacker collects a tyBle: (y1,V2, ..., ¥n) € Y" of observations
generated i.i.d from the mechanigtnWe expect that, give®, asn grows, the breach
level approaches a threshold value. In order to the chaize®ynthetically the security
of the randomization mechanism, though, it is importantttaracterizénow fastthis
threshold is approached. Again, we distinguish a worstnfem average-case scenario
and, for the rest of the section, fix a generic randomizatienmanisni.

5.1 Worst-case scenario
We begin with an obvious generalization of the notion of bhea

Definition 5 (n-breach of levele). A (n, €)-privacy breachs a subset QC X s.t. for
some prior distribution fx) on X, we have that (Q) > 0 and

p(QIY")
ax |log ———+
p(w»ol )
The next proposition says that a notion of security basedoamding the level of

n-breaches is not achievable. For the sake of simplicity, &l sliscuss some of the
following results in the casg is non-degenerate (all rows of the matrix are distinct).

| > €.
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Proposition 1. AssumeR is non-degenerate. For n large enoughhas n-breaches of
arbitrary level. More explicitly, for any nonempty Q X and anye > O there is a
prior distribution p(x) s.t. for any n large enough there i8 yp(y") > 0) such that

log _pg(gg)“) > €.

The above proposition suggests that, in the case of a langdeof observations,
worst-case analysis should focus on how fa&Jy") can grow, rather than looking at
the maximum level of a breach.

Definition 6 (rate of a breach).Letp > 0. A breach of rate is a subset € X such
that there exist a prior distribution (x) on X with p(Q) > 0 and a sequence of n-tuples,
{Y"}ns0, With p(y") > 0, such that pQly") = 1 — 27" with p’ > p. A randomization
mechanism ig-rate securd it has no privacy breach of rate. Therate security level

is defined apg = inf{p > 0 : R is p-rate securg
Theorem 6. R is p-rate secureff p > log max, %

The above theorem says that, for largehe seriousness of the breach, for certain

— (Zm)n

y", can be as bad aslog ———. The result, however, does not tell isw likelya

serious breach is depending onThe next result shows that the probability teatne
observablg" causes &-breach grows exponentially fast. We premise some notation
Fix a prior p(x) over X. Recall that we leiX ~ p(x) denote a random variable
representing the secret information, affd= (Y, ..., Y,) be the corresponding random
vector ofn observations, which are i.i.d. givef Let us fixQ € X s.t. p(Q) > 0. Then
p(Q|Y") is a random variable. For any fixed> 0, let us consider the two events

pQIY") _ . T & P(Q)
0(Q) > 2 and Breach = {p(QlY”)

Clearly, the evenBreacH U Breacrﬁ, is the event tha¥" causes &@-breach of level
€. As n grows, we expect that the probability of this event appreachquite fast. The
next theorem tells us exactly how fast.

Breaclj, = {

> 2.

Theorem 7. AssumeR is non-degenerate and strictly positive. Then, with thetion
introduced above

Pr(Breach|X € Q) =1-2"C and Pr(Breach/X e Q%) =1-2"C

where C = minyeg xeqe C(Px, Px), With the understanding that x and i the min
are taken of positive probability. As a consequence, théaivdity that Y' causes a
Q-breach reachet at rate at least C.

5.2 Average-case scenario

It is straightforward to extend the definition of averagsec@reach to the case with
multiple observations. For any nonempty suli@e&t X, and random variabl¥ ~ p(x),

11



s.t. p(Q) > 0, we consideQ = Io(X) and define the leakage imputableQ@oafter n
observations as . . A

LY(QY™) 2 Heo(Q) = Heo(QIYT).
An n-breach of levele > 0 is aQ such that£"(Q; Y") > €. Recall from (4) that
Pl = 271=(@QY) js the success probability of guessing betw@éiQ) and p(-|Q°)
after observing/". Providedp(-|Q) # p(-|Q°), (7) implies that, a1 — +oco we have
Poucc = 1, henceL(Q; Y") — —logmaxp(Q),1 - p(Q)}. If p(1Q) = p(1Q°) then
Pauccis constantly magp(Q), 1 — p(Q)}, so that the observations give no advantage to
the attacker. These remarks suggest that, in the case efteejabservations, it is again
important to characterize how faBf,,.. — 1.

Definition 7 (rate of a breach - average casel.etp > 0. An A-breach of ratep is

a subset QC X such that for some prior distribution(g) on X with p(Q) > 0 one

has that B,.. = 1 - 27, for somep’ > p. A randomization mechanism jsrate

A-secureif it has no privacy breach of ratp. Therate A-security levels defined as
A

pk =inf{p > 0: Ris p-rate A-securp
Now we can proceed with the following theorem.

Theorem 8. R is p-rate A-secureff max x C(px, Px) < p.

6 Utility

We next turn to the study of utility. In the rest of the sectiae fix a mechanis® and
a prior distributionp(-). Without any significant loss of generality, we shall assuhat
R is strictly positive and that suppl = X. Moreover, in this section, we shall work
under the more general assumption thas finite or denumerable

For anyn > 1, we are now going to define the expected utilityyfdepending on
user-specific belief, modeled as a prjff) on X, and on functiorioss: X x X — R*.
Here,losqx, X') represents the loss of a user who interprets the result obgsarvation
of Rasx/, given that the real answerisFor the sake of simplicity, we shall assume that
lossachieves a proper minimum when= x’: for eachx # X/, losgx, X) < losgx, X).
We also presuppose guessing function g ¥Y" — X. Theexpected utilityof D —
relative tog — aftern observations is in fact defined as an expected loss (the lineer
better), thus

Un 2 ) p() D pXlossx. o). (10)
X y

Note that this definition coincides with that of Ghosh et &8][when one interprets our
guessing functiog as theremapconsidered in [18]. This is also the utility model of
Alvim et al. [3], modulo the fact they only consider th& doss, or better, the comple-
mentary gain.

Example 3.WhenY is a subset of the reals, ledalsfunctions include the absolute
value errofosgx, X') = |x' — x| and the squared errtrsgx, X’) = (X' - X)2. The binary
loss function defined as 0 ¥ = X’ and 1 otherwise is another example: the resulting
expected loss is just error probability, = Py.

12



It is quite easy to argue that, since a proper minimunioisgx, X) is reached
whenx = X/, the utility is maximized asymptotically whemrespects theap crite-
rion: p(g(y")ly") = p(xiy") for eachx € X. In what follows, we just assume thgtis
a fixedmar function. Below, we study the behavior of utility in relatido differential
privacy. The crucial quantity is

pr=__min_ C(px Px). (11)

XX €X, px# Py

We will show that the the asymptotic rate of utility is detémad solely bypz. Note
that this quantity does not depend on the user-defiogsifunction, nor on the prior
p(-). For the sake of simplicity, below we discuss the resulyamithe case wheR is
non-degenerate

Remark 3.We note that the formula (6) for Cherfidnformation extends to the case
whenp(-) andq(-) have the samdenumerablsupport.

Theorem 9. AssumeR is non-degenerate. Then,U= Ug + 2%, where 2
> p(X)losgx, X).

Having established the centrality @f in the asymptotic behavior of utility, we now
discuss the relationship of this quantity with the worstecaecurity leved provided by
the mechanism. The first result provides us with a simplegg@rbound relatingg
ande.

Theorem 10. AssumeR is worst-cases-secure. Thepg < e. The same conclusion
holds if D = (R, ~) providese-pe.

In what follows, we will obtain more precise results relgtinto the utility rate
pr in the case of a class of mechanisms providing. Specifically, we will consider
mechanisms with a finite input domadd = {0,1,..., N}, a denumerabl®/ = Z and
a conditional probability matrix of the formp(j) = Mci~Jl, for some positivec <
1. This class of mechanisms includes the geometric meahaf@giscrete variant of
the Laplacian mechanism, see [18]) and also a version eatetwdZ of the optimal
mechanism considered by Alvim et al. [3].

Theorem 11. LetR be a mechanism as described above. Thenlog(1+c)-3 logc-1.

Remark 4.The geometric mechanism is obtained by equipping the abeserithed
mechanism with the the line topology ov&r= {0, ..., N}: i ~ j iff d;j 2li- jl = 1. This

is the topology for counting queries in “oblivious” mechsmis, for example. If we set

¢ = 27¢, then this mechanism providesp. The above theorem tells us that in this case

pr = § +log 2= By setting e.ge = 1, one getpx ~ 0.085.

For any mechanisi® with input X = {0, ..., N} and outputy = Z, we can consider
the correspondinfuncatedmechanisn®R’: it hasX = Y = {0, 1, ..., N} and its matrix
is obtained fromR’s by summing all the columng < 0 to columny = 0, and all the
columnsy > N to columny = N.

4 The result carries over to the general case, at the cost of smtational burden: one has to
replaceUx with a more complicated expression.
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Corollary 1. AssumeR’ is the truncated version of a mechani&nThenpg < pg.

In the case of a single observation case, treated by GhotlHlathere is no sub-
stantial diference between the geometric mechanism and the truncaietege one.
Corollary 1 shows that the situation idi@irent in the case with repeated observations.

7 Conclusion and further work

We have analyzed security of randomization mechanismasigaiivacy breaches with
respect to various dimensions (worst vs. average casde siagrepeated observations,
utility). Whenever appropriate, we have characterizedréselting security measures
in terms of simple row-distance properties of the undedyihannel matrix. We have
clarified the relation our worst-case measure with

A problem left open by our study is the exact relationshipJyeetn our average-case
security notion and the maximum leakage consideregrir- see e.g. [19]. We would
also like to apply and possibly extend the results of theerepaper to the setting
of de-anonymization attacks on dataset containing mieta-d23] has shown that the
effectiveness of these attacks depends on certain featurpsusity and similarity of
the dataset, which roughly quantify howffitiult it is to find two rows of the dataset that
are similar. The problem can be formalized in terms of ranidation mechanisms with
repeated observations — see [6] for some preliminary esultthis aspect. Then the
row-distance measures considered in the present papearapgdee strongly related to
the notion of similarity, and might play a crucial in the fasfation of a robust definition
of dataset security.
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