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Abstract. This paper presents an enhanced version of a portable out-
of-the-box platform for semi-immersive interactive applications. The en-
hanced version combines stereoscopic visualization, marker-less user track-
ing, and multi-touch with self-reflection of users and tangible object inter-
action. A virtual fish tank simulation demonstrates how real and virtual
worlds are seamlessly blended by providing a multi-modal interaction ex-
perience that utilizes a user-centric projection, body, and object tracking,
as well as a consistent integration of physical and virtual properties like
appearance and causality into a mixed real/virtual world.
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1 Introduction

Milgram and Kishimo define Mixed Reality (MR) to be located on a continuum
between Augmented Reality (AR) and Augmented Virtuality (AV) [1]. While AR
superimposes the real world by computer-generated images, AV enhances virtual
worlds using real-world data. The general idea blends real and virtual objects
into a combined real/virtual space which shares certain perceptive attributes
like consistency of geometry, time, or illumination [2].

Merging real and virtual worlds using computer technology is challenging.
One of the most important tasks concerns placements of superimposed objects
to be consistent with the real world. Likewise, lighting effects like reflections and
shadows have to match to obtain a consistent perception of a shared illumination
space. In addition, movements of real/virtual objects have to be consistent and
follow a plausible simulation of cause and effect between both worlds.

The combined synthetic and real illumination of objects to produce blended
high quality images works only under specific limitations. Such limitations in-
clude renouncement of real-time performance, requirement of a geometric com-
puter model of the real scene, light sources to be static [3], or special hardware
usually not accessible in most MR system environments [2].
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This paper presents an enhanced version of the smARTbox [4, 5], a portable
out-of-the-box platform for semi-immersive interactive applications in promo-
tional, artistic, or educational areas. The enhanced version blends real and vir-
tual worlds using self-reflection of users and fiducial physical interaction objects
to manipulate the virtual content. In addition to the stereoscopic visualization,
marker-less user tracking and direct interscopic touch input of the smARTbox,
the enhanced version provides two new key features demonstrated using a vir-
tual fish tank simulation: (1) Interacting users perceive a self-reflection of their
physical presence in the virtual world, i.e., on the simulated liquid surface of the
fish tank and (2) real physical objects modify the simulation behavior, i.e., the
virtual fishes react to objects placed in vicinity of the fish tank.

2 System Setup

The smARTbox’s [4] metal frame provides the skeleton for a 112 × 90 × 63 cm
(w×h×d) wooden box. The top side is a back-projection surface fed with stereo-
scopic 3D images at 720p by an Optoma GT720 DLP-projector via a wide-angle
converter lens and a mirror mounted at the bottom of the box at a 45° angle.
The demonstration uses an Intel Core i7 @3.40GHz processor with 8GB of main
memory and an nVidia Quadro 4000 graphics card. One Microsoft Kinect multi
sensor system is utilized in combination with a set of IR-lights and an IR-camera
in order to track the user’s body and the physical objects, respectively. The hard-
ware setup (without the computer) was constructed at a total cost of less than
e 2,500 during a students project. The smARTbox is driven by Simulator X [6],
a Scala-based software framework for intelligent interactive applications.

3 Touch & Fiducial Marker Tracking

In recent years, multi-touch interaction in combination with stereoscopic display
has received considerable attention [7–9]. Hence, we constructed the smARTbox
in such a way that the screen serves as a multi-touch-enabled surface using
the Rear-DI principle [10]. Therefore, six clusters of IR-LEDs illuminate the
screen from the inside with infrared light, which is reflected by objects in contact
with the surface. The contact points are sensed by a Point Grey Dragonfly®2
digital video camera with a wide-angle lens and infrared band-pass filter. Touch
positions and gestures are analyzed by a modified version of the NUI Group’s
CCV software [11]. In addition to tracking multiple touch points, CCV supports
tracking of small fiducials, which can be pre-registered with corresponding real-
world objects. For instance, a fiducial marker can be placed at a can for fish feed
(see Figure 1 right). When the can (respectively the fiducial) is in contact with
the touch surface, it gets recognized and its touch area serves as attractor for
the fish. Other fiducials may be associated to objects, which serve as detractors
to the virtual fish such as predators.
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4 Self-Reflection

The augmentation of the virtual scene with real world information additionally
enhances the sense of presence for mixed reality environments [12]. Continu-
ing this approach, the smARTbox setup utilizes 2.5D models of the real scene
obtained from the Kinect to realize virtual self-refections of the user:

A triangulated 2.5D mesh with corresponding normals, faces, and texture co-
ordinates is processed using the nestk library [13]. The related texture, a 640×480
pixel color image, is captured from the Kinect’s RGB-camera. The communi-
cation between the native library-based image processing and the Scala-based
Simulator X is handled by the Scala Native Access (SNA) framework. Simula-
tor X’ built-in renderer is used to appropriately position the textured mesh data
in the virtual scene. The mesh contains the necessary spatial (geometric) data
which is used to calculate a reflection at a virtual surface aligned with the water
surface. The result is blended by a custom water shader with the interactive
water surface (see Figure 1 left).

Fig. 1. Reflections on water surface (left) and interaction with a fiducial marker (right).

5 Conclusion

The smARTbox has great potential for presentations and exhibitions, since it
is less expensive, easier to set up and transport than typical virtual reality in-
stallations. For this demo we have enhanced the smARTbox by an advanced
blending of virtual and mixed reality concepts, which considerably increases re-
alism of virtual objects. The lack of obtrusive instrumentation in combination
with presence-enhancing visual and tangible interaction improves the engage-
ment with users, e. g., in exhibition scenarios. The utilized software platform
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Simulator X provides a state-of-the-art simulation engine with an integrated AI-
core and several multimodal interaction components. Its scalable architecture
provides an ideal platform, e. g., to experiment with alternate sensors, possibly
enhancing accuracy or precision. An evaluation that we plan during the demo
session will show in how far the usage of virtual reflections and tangible object
interaction increases the users sense of presence and improves object interaction.
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of the presented work.
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