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This paper presents a novel fast Fourier transform (FFT)-based exhaustive
search method extended to off-grid translational and rotational degrees of
freedom. The method combines the advantages of the FFT-based exhaustive
search, which samples all the conformations of a system under study on a grid,
with a local optimization technique that guarantees to find the nearest optimal
off-grid conformation. The method is demonstrated on a fitting problem and can
be readily applied to a docking problem. The algorithm first samples a scoring
function on a six-dimensional grid of size N6 using the FFT. This operation has
an asymptotic complexity of O(N6 logN). Then, the method performs the off-
grid search using a local quadratic approximation of the cost function and the
trust-region optimization algorithm. The computation of the quadratic
approximation is also accelerated by FFT at the same additional asymptotic
cost of O(N6 logN). The method is demonstrated by fitting atomic protein
models into several simulated and experimental maps from cryo-electron
microscopy. The method is available at https://team.inria.fr/nano-d/software/
offgridfit.

1. Introduction

In this section we first briefly review the exhaustive search
method. Then, we explain how the fast Fourier transform
(FFT)-based algorithm can be used to accelerate sampling of a
function written as a convolution or a cross-correlation.
Finally, we describe the workflow of a standard FFT-based
exhaustive search method.

1.1. Historical background

Sampling in low dimensions is a problem common to many
application fields, such as image processing, crystallography
and structural bioinformatics, for example. Sampling algo-
rithms vary from Monte Carlo simulations to FFT-accelerated
exhaustive search. Generally, their performance critically
depends on the properties of the sampled function. For
experimentally measured noisy data, which arise from scat-
tering or cryo-electron microscopy (cryo-EM) experiments,
one should ideally perform a full exhaustive search at least for
six rigid-body degrees of freedom (Volkmann & Hanein,
1999). Exhaustive search methods are thus widely used. If the
optimized function can be decomposed into a correlation
between two volumetric grids, then the exhaustive search
methods can be accelerated in the Fourier domain using the
correlation theorem. More precisely, this theorem states that
the cross-correlation function in the direct space can be
computed as an inverse Fourier transform of a product of two
functions in the reciprocal space.
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The first application of the FFT-accelerated search in
biology was Crowther’s fast rotation function, expressed as a
correlation between two Patterson functions (Crowther,
1972). It computes a spherical harmonic expansion of the
Patterson functions and uses an FFT in order to calculate the
correlation in a very efficient way. This method was further
improved by Navaza, as implemented in the AMoRe program
(Navaza, 1987, 1994). The FFT-accelerated search on a three-
dimensional grid was later rediscovered by Katchalski-Katzir
and colleagues in application to protein–protein docking
(Katchalski-Katzir et al., 1992). Their method uses a three-
dimensional Cartesian Fourier expansion to accelerate the
search. Later on, this method was also applied to the cryo-EM
fitting problem (Rossmann, 2000; Chacón & Wriggers, 2002)
and later expressed in spherical coordinates using spherical
harmonics for protein–protein docking (Ritchie & Kemp,
2000; Ritchie et al., 2008) and cryo-EM fitting (Kovacs &
Wriggers, 2002; Kovacs et al., 2003; Garzon et al., 2007).
Recently, we have also combined the two coordinate systems
and developed the HermiteFit method, which uses the ortho-
gonal Hermite polynomials for the rotational search and the
Cartesian Fourier expansion for the translational search
(Derevyanko & Grudinin, 2014).

1.2. FFT-accelerated sampling

As hinted above, the FFT-accelerated sampling is a fast
sampling method and can be applied to any function that can
be written as a correlation of two other functions. A brute-
force sampling of such a cross-correlation function on a
regular one-dimensional grid of N points would cost OðN2Þ
operations. However, using the Fourier correlation theorem,
the same sampling can be achieved by computing two FFTs
and one inverse FFT, which would cost OðN log NÞ operations.

On a three-dimensional ½N $ N $ N% Cartesian grid, the
FFT sampling becomes even more efficient and allows one to
sample the cross-correlation function in OðN3 log NÞ opera-
tions instead of OðN6Þ operation of the brute-force search. On
a spherical grid, the FFT can be used to sample the angular
part of the function by taking advantage of the functional form
of the spherical harmonics, their orthogonality and the struc-
ture of the Wigner D-matrix (Crowther, 1972; Navaza, 1987;

Ritchie & Kemp, 2000; Kovacs & Wriggers, 2002; Kovacs et al.,
2003; Ritchie et al., 2008). Fig. 1 schematically represents
correlations computed in the two coordinate systems.

We should note that both of these sampling approaches
have certain computational issues. For example, in Cartesian
coordinates handling the rotation is either computationally
costly or inaccurate. On the other hand, in spherical coordi-
nates, first, the sampling becomes coarser when far from the
origin (Neveu et al., 2016); second, translation operators are
computationally expensive for high expansion orders if
computed analytically (Ritchie, 2005).

1.3. Summary of the standard FFT-based fitting algorithm

The standard FFT-based three-dimensional fitting algo-
rithm operates according to the workflow shown in Fig. 2
(Katchalski-Katzir et al., 1992; Gabb et al., 1997; Chacón &
Wriggers, 2002). The input of this algorithm is an atomic
structure of a molecule, typically a protein, X ¼ X1; . . . ;
XNatoms

, where ðXk 2 R3Þk¼1...Natoms
, often called the model,

determined experimentally by, for example, X-ray crystal-
lography. Another input is an experimental electron-density
map (EDM) d : R3 7!R determined by means of, for
example, cryo-EM. Firstly, the algorithm represents the
experimental EDM in the Fourier domain using the FFT
method. It then rotates the model to a certain orientation R!

and computes the Fourier expansion of the electron density of
the rotated model d!;m : R3 7!R, where the superscript m
stands for the model density. Alternatively, some recent
approaches (Hoang et al., 2013; van Zundert & Bonvin, 2015)
directly rotate one of the two densities d or dm instead of the
atomic model, which avoids the computation of d!;m for each
orientation. In the present method, we choose to rotate the
EDM map. The model electron density is typically computed
as a sum of Gaussians centred on heavy (non-H) atoms of the
model,

dmðx;XÞ :¼ ð2"#2Þ'3=2 PNatoms

k¼1

exp½ykðx;XÞ%;

ykðx;XÞ :¼ 'ð2#2Þ'1jjx ' Xkjj22 8k ¼ 1 . . . Natoms;

ð1Þ

where # is the standard deviation (width) of the Gaussian
distribution, which can be also seen as the model resolution.
Afterwards, the algorithm exhaustively explores translational
degrees of freedom of the rotated model with respect to the
EDM. For every translation $, it determines the corresponding
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Figure 1
Comparison of a Cartesian CCF-based sampling with a spherical CCF-
based sampling. (a) The green grid is shifted with respect to the pink grid
along the x and y axes by % and &, respectively. (b) The green grid is
rotated with respect to the pink grid by an angle %. Note that the spherical
grid becomes coarser when far from the origin.

Figure 2
Flowchart of an FFT-accelerated exhaustive search method.
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score, which is usually given by the correlation between the
two densities. This procedure is equivalent to computing the
correlation of two functions,

CCFð$; !Þ ¼
R

R3

d!ðxÞdmðx þ $;XÞ dx ¼ ½d! ? dmð*;XÞ%ð$Þ;

ð2Þ

where d!ðxÞ + dðR!xÞ is the electron density of the rotated
EDM and dmð*;XÞ means that dm is viewed as a function of the
first variable only, with the second variable fixed at X. To
speed up this step, the algorithm computes the values of the
Fourier transform of the cross-correlation function (CCF) for
all translational degrees of freedom at once using the corre-
lation theorem,

FfCCFgð'; !Þ ¼ Ffd!g,ð'ÞFfdmð*;XÞgð'Þ; ð3Þ

where Fff g denotes the Fourier transform of f and the star
sign denotes the complex conjugation. Finally, the algorithm
computes the inverse Fourier transform (IFT) of the correla-
tion, generates a new rotation of the model structure and
returns to the second step. The overall cost of this operation is
O½N3 logðNÞ% operations on a ½N $ N $ N% grid instead of
OðN6Þ operations of the brute-force computation. This
procedure is repeated until all rotational degrees of freedom
of the model with respect to the EDM have been explored
(see Fig. 2). The solution of the fitting problem is then given by

ð$,; !,Þ ¼ argmax$;!½CCFð$; !Þ%: ð4Þ

While in our approach we stick to the cross-correlation
scoring function, other functions that can be written as a cross-
correlation also exist and may be more accurate. For example,
the Laplace-filtered cross-correlation function is a CCF on
which the Laplace filter was applied to both d and dm. This
scoring function is used by the majority of software packages
that perform electron microscopy fitting (Chacón & Wriggers,
2002; Suhre et al., 2006; Siebert & Navaza, 2009; Wriggers,
2010; Derevyanko & Grudinin, 2014). The second option is the

local CCF, which is normalized under the running footprint of
a mask of the model (Roseman, 2003; Hoang et al., 2013). The
third option is the weighted CCF, which replaces the L2 scalar
product with a weighted scalar product, where the weights
describe the depth of a grid point located within the ‘core’
region of the density (Wu et al., 2003). Finally, the recently
introduced core-weighted local CCF (van Zundert & Bonvin,
2015) combines a local CCF and a weighted CCF. The local,
the weighted and, consequently, the core-weighted local CCFs
can all be considered as CCFs with a weighted L2 scalar
product. Below we will describe the ways to adapt our method
to these scoring functions.

The main advantage of the FFT-based algorithms is that
they allow one to find, on a grid, the global maximum of a CCF
with irregular shape. By fitting multiple models into a density
map, and by clustering them, or by using a discrete linear
programming approach (Amir et al., 2015), it is possible to
reconstruct large and complex assemblies. However, as we
have mentioned above, the solution is found on a regular grid
and a better solution could be found when we make the grid
finer. This problem is even more important when dealing with
spherical grids, because in this case the distance between the
grid points increases with the distance to the grid centre.

To overcome this problem, we propose introducing a set of
six additional off-grid degrees of freedom (DOF), three for an
off-grid translation and three for an infinitesimal off-grid
rotation (see Fig. 3). Assuming that the off-grid displacements
are small enough, we use a second-order Taylor expansion of
our CCF in the neighbourhood of a grid node with respect to
these six off-grid DOF. Then, we use an optimization method
to find the best off-grid displacement in a certain six-dimen-
sional ball (see Fig. 4). We should mention that local mini-
mization techniques that refine some top predicted model
coordinates (which will be referred to as ‘poses’ below) with
respect to the EDM have already been widely used (Wriggers
& Chacón, 2001; Chacón & Wriggers, 2002; Topf et al., 2008;
Siebert & Navaza, 2009). However, these kinds of methods
can only be used for a small set of top-ranked solutions, while
our technique successfully samples both the gradient and the
Hessian over the whole sampling grid, which allows us to
refine all poses with a moderate extra cost, which is about 19
times the cost of the in-grid FFT-based fitting method.
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Figure 3
Comparison of a real rotation with respect to a linearized twist motion of
a coiled coil protein (PDB code 2ch7, Park et al., 2006). Seven snapshots
taken at equal intervals are superposed on each other. (a) A real rotation
is shown. (b) A linearized rotation is shown. Note the distortion caused
by the linearized rotation at large amplitudes.

Figure 4
Schematic representation of the off-grid search domain. Here, c refers to
the RMSD computed for three rotational DOF R and three translational
DOF $. Note that the resultant RMSD is larger than both R and $.
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2. The method

In this section, we present our method. This section is orga-
nized as follows. Firstly, we introduce the new degrees of
freedom responsible for the off-grid displacement. Secondly,
we describe the quadratic approximation to the CCF and the
way to speed up its computation. Finally, we explain how to
formulate and solve the optimization problem that maximizes
the CCF.

2.1. The six off-grid degrees of freedom

As mentioned above, we introduce six additional rigid
degrees of freedom ð($; (RÞ, where ($ 2 R3 represents an off-
grid translation and (R 2 R3 represents an infinitesimal off-
grid rotation. While the effect of ($ on Xk :¼ ðxk; yk; zkÞ, the
position of the kth atom, is straightforward, we will describe in
more detail the effect of (R on Xk. More precisely, an infini-
tesimal rotation is a linearization of a rotation produced by a
unit axis u 2 R3 and an angle ! 2 R,

X 0k ¼ RXk ¼ cos !I þ sin !½u%$ þ ð1 ' cos !Þðu - uÞ
! "

Xk;

ð5Þ

where R is an orthogonal rotation matrix, I is the identity
matrix, - denotes the outer product and ½u%$ is the cross-
product matrix,

½u%$ ¼
0 'uz uy

uz 0 'ux

'uy ux 0

0

@

1

A: ð6Þ

When the angle ! is small enough, we can make the following
first-order Taylor approximations:

cos ! ’ 1; sin ! ’ !: ð7Þ

Our infinitesimal rotation can thus be approximated as
follows:

X 0k ’ ðI þ !½u%$ÞXk ¼ Xk þ ½Xk%
T
$!u: ð8Þ

Using the notation !u ¼ (R, we have defined our linear
transformation as a matrix–vector product. Now we define the
3 $ 6 off-grid displacement matrix as follows:

Kk ¼ ðI; ½Xk%
T
$Þ; ð9Þ

and the new position of Xk after an off-grid displacement
ð($; (RÞ is given by

X 0k ¼ Xk þ Kk( ¼ Xk þ I; ½Xk%
T
$

# $ ($
(R

% &
: ð10Þ

Our scoring function can then be rewritten as follows, now
also dependent on (:

CCFð$; !; (Þ ¼
R

R3

d!ðxÞdmðx þ $;X þ K(Þ dx; ð11Þ

where K is a diagonal matrix of size 3Natoms defined as K ¼
diagðK1; . . . ;KNatoms

Þ. Since this transformation is obtained by
a linearization of a rotation, we will consider (and impose) it
as a small deformation to avoid the distortion effect. Fig. 3
shows a comparison of a linearized twist motion with a real

rotation. We can clearly see a distortion caused by the line-
arization at large amplitudes.

2.2. The quadratic approximation of the CCF

As mentioned above, we consider the off-grid deformation
to be small and we also make the assumption that the CCF
does not oscillate between two adjacent grid nodes. We then
use a second-order Taylor approximation of the CCF with
respect to ( + ð($; (RÞ, which reads as

CCFð$; !; (Þ ’ CCFð$; !; 0Þ þ hr(CCFð$; !; 0Þ; (i
þ 1

2 h(;r2
((CCFð$; !; 0Þ(i ð12Þ

where h*; *i denotes the l2ðR6Þ dot product, and r(CCFð$; !; 0Þ
and r2

((CCFð$; !; 0Þ denote, respectively, the gradient and the
Hessian of the CCF with respect to ( evaluated at ð$; !; 0Þ. We
will now describe both the gradient and the Hessian of the
CCF, and explain how to compute these. In this section, we
introduce the following abuse of notation:

Z

R3

rygðx; yÞ dx :¼
Z

R3

@g

@yi

ðx; yÞ dx

2

64

3

75

i¼1...6

;

Z

R3

r2
yygðx; yÞ dx :¼

Z

R3

@2g

@yi@yj

ðx; yÞ dx

2

64

3

75

i;j¼1...6

:

ð13Þ

Now, using equation (11) we can write the gradient and the
Hessian as follows:

r(CCFð$; !; 0Þ ¼
R

R3

d!ðxÞr(d
mðx;X þ K(Þ(¼0 dx;

r2
((CCFð$; !; 0Þ ¼

R

R3

d!ðxÞr2
((d

mðx;X þ K(Þ(¼0 dx:
ð14Þ

Then, using equation (1), we get the following identities:

r(d
mðx;X þ K(Þ(¼0 ¼ c

PNatoms

k¼1

exp½ykðx;XÞ%

$ r(ykðx;X þ K(Þ(¼0;

r2
((d

mðx;X þ K(Þ(¼0 ¼ c
PNatoms

k¼1

exp½ykðx;XÞ%

$
!
r(ykðx;X þ K(Þ(¼0

- r(ykðx;X þ K(Þ(¼0

þ r2
((ykðx;X þ K(Þ(¼0

"
;

ð15Þ

where c ¼ ð2"#2Þ'3=2, and the gradient and the Hessian with
respect to ( of yk can be obtained from equation (1). Finally,
one finds the following expressions:

r(ykðx;X þ K(Þ(¼0 :¼ ð#2Þ'1KT
k ðx ' XkÞ;

r2
((ykðx;X þ K(Þ(¼0 :¼ 'ð#2Þ'1KT

k Kk:
ð16Þ

We note that both the gradient and the Hessian must be
computed for each position on the grid. This would asymp-
totically cost OðN9Þ operations. However, as we can see from
equation (14), the gradient and Hessian of the CCF are,
respectively, a vector and a matrix of cross-correlations;
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therefore, it is possible to compute them in OðN6 log NÞ
operations on a ½N $ N $ N% grid using the Fourier correla-
tion theorem. Therefore, we can pre-compute the gradients
and the Hessians on the grid at the same asymptotic cost as
that required for the standard FFT-based exhaustive search
method. We should mention that overall our method requires
about 18 times more computations compared with a standard
rigid-body fitting technique. More precisely, it computes six
additional cross-correlations per sampled rotation for the
gradient term in equation (16) and 12 additional cross-corre-
lations per sampled rotation for the Hessian term in equation
(16).

2.3. The optimization problem

In this section we will explain how to find the optimal value
of (. If we do not provide any constraints on (, our optimi-
zation problem becomes

max
(

: CCFð$; !; 0Þ þ hr(CCFð$; !; 0Þ(i

þ 1
2 h(;r2

((CCFð$; !; 0Þ(i ð17Þ

for all sampled values of $ and !. In order to rewrite it in a
standard quadratic optimization fashion, we will introduce the
following notations:

A ¼ ' 1
2r2

((CCFð$; !; 0Þ;
b ¼ 1

2r(CCFð$; !; 0Þ;
x ¼ (:

ð18Þ

Note that A is a symmetric matrix and x 2 R6 is the optimi-
zation variable. Our optimization problem can now be
rewritten as follows:

min
x

: xTAx ' 2bTx: ð19Þ

This problem has been widely studied. One can distinguish
three cases:

(i) If A . 0 (positive definite), the problem is convex and
has a single solution, which is given by x ¼ A'1b.

(ii) If A / 0 (semi-positive definite) and b 2 imðAÞ, the
problem has an infinite number of solutions, which are
x ¼ Ayb þ q 8q 2 kerðAÞ, where Ay denotes the pseudo-
inverse of the matrix A.

(iii) If A / 0 and b =2 imðAÞ or A 6/ 0, the problem has no
exact solutions.

While the quadratic approximation of the CCF gives us a
well known framework for our optimization problem, it is still
an approximation. From Taylor’s theorem we know that the
approximation error grows as Oðk(k3

2Þ with respect to (; it is
therefore important to restrict the norm of our off-grid DOF
such that our quadratic approximation does not degenerate.

Since ( corresponds to an off-grid atomic displacement, it
makes sense to bound its norm by the root-mean-square
deviation of atomic positions (RMSD) generated by an in-grid
transformation between the adjacent grid points. Given the
spacing between two adjacent grid points h, the total mass of
the molecule M, the molecule’s inertia tensor IT with the
largest eigenvalue )max and the angular search step %, the total

RMSD of an in-grid transformation can be bound by (Popov
& Grudinin, 2014)

RMSD2ðh;%Þ 0 h2 þ 4

M
sin2ð%Þ)maxðITÞ: ð20Þ

Now, once we know how to properly bound our off-grid
deformations, we can re-formulate equation (17) as follows:

min
x

: xTAx ' 2bTx;

s:t: : kxk2
2 0 RMSD2ðh;%Þ:

ð21Þ

The constraint in the aforementioned optimization problem
can be regarded as a six-dimensional ball constraint. More
precisely, three degrees of freedom of the six-dimensional ball
correspond to translations and another three degrees of
freedom correspond to rotations. Fig. 4 schematically shows
the RMSD as a function of these six DOF.

This optimization problem is known as the trust-region sub-
problem (TRS) and plays a particularly important role in the
trust-region method (Sorensen, 1982; Fortin, 2000; Conn et al.,
2000). The TRS has been widely studied and several algo-
rithms have been developed to solve it (Moré & Sorensen,
1983; Golub & Matt, 1991; Gould et al., 1999; Toint et al.,
2009). We chose to use the algorithm developed by Moré &
Sorensen (1983), because it is used in other optimization
libraries such as Dlib (King, 2009) and because all the newer
algorithms report an advantage only when dealing with the
large-scale problems, which is not our case.

The algorithm developed by Moré & Sorensen (1983) first
tries to solve the unconstrained problem (17) using a Cholesky
factorization. If the Cholesky factorization succeeds and if
kA'1bk2

2 0 RMSD2ðh;%Þ, then the TRS defined in equation
(21) is solved; else the algorithm falls back onto a dual algo-
rithm and finds the Lagrange multiplier with Newton’s method
(Fortin & Wolkowicz, 2004). The dual problem is solved with a
modification of Newton’s method, which computes the ratio
between the function and its derivative with a series of
Cholesky factorizations. This costs OðP3Þ operations, with P
being the dimension of the problem. It also allows us to
determine if our deflated matrix is positive definite and thus
satisfies the Karush–Kuhn–Tucker conditions.

2.4. Choosing the parameters

There are two parameters in our method that need to be
chosen in advance. The first parameter is the number of
sampled rotations or, equivalently, the angular sampling
distance d%. The second parameter is the model resolution,
which is defined by the Gaussian # as can be seen in equation
(1). Let us first discuss the rotational sampling. As shown in
the supporting information, if we aim to find the same
minimum starting from two different points, these must be at a
distance linearly proportional to the frequency of the map !
and quadratically proportional to the grid spacing h. Now,
assuming that the linear size of the fitted molecule is
proportional to the length of the grid with N points in one
direction, we get the following inequality for our angular
spacing distance d%:
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tan d%<O
!h2

Nh

% &
+ O

nh

N2

% &
; ð22Þ

where n is the frequency index. Following this inequality, one
should sample OðN2Þ rotations to ensure the convergence of
our method for high frequencies and OðNÞ rotations for low
frequencies. In practice, we use the coarser number of OðNÞ

sampled rotations, which efficiently reduces the RMSD with
our method, as we show below.

Let us now discuss the choice of the model resolution
parameter. On the one hand, we would like to have a low-
resolution model so that the quadratic approximation remains
accurate even for large amplitudes of motion. On the other
hand, if the resolution of our model is too low, the CCF scoring
function will lose its accuracy (Wriggers & Chacón, 2001;
Chacón & Wriggers, 2002; Garzon et al., 2007; Hoang et al.,
2013; van Zundert & Bonvin, 2016), which introduces fitting
errors (see Figs. 7 and 9 below). Our computational experi-
ments demonstrate that taking the Gaussian #, which defines
the resolution of the model, equal to the spacing of the grid h,
# ’ h, generally ensures good fitting results.

3. Numerical results

In this section, we demonstrate the benefit of our method on
simulated maps and on an experimental map. Then, we
measure the computational speed of our method. We perform
all the fitting tests using the GroEL complex. We have chosen
this system because it is composed of 14 identical subunits
such that in order to reconstruct the whole complex it is
critical to sample all the angular intervals. Fig. 5 shows the
organization of the GroEL complex.

3.1. Fitting into a simulated GroEL complex map

Here we demonstrate the performance of the off-grid
exhaustive search on simulated GroEL complex maps of
different resolutions. Firstly, we created a symmetric model of
the GroEL complex starting with a single chain extracted from
the lower ring of the GroEL–GroES crystallographic structure
(PDB code 2c7c_H, where _H refers to the chain ID of the
PDB structure; Ranson et al., 2006). Then, we replicated this
chain and rigidly fitted it into 14 individual locations in the
GroEL cryo-EM map (code EMD-6422). We subsequently
simulated electron-density maps of the obtained assembly
model at multiple resolutions of 5, 11, 15 and 21 Å using the
eman2 package (Tang et al., 2007). Finally, we fitted the initial
model of a single chain into the simulated density maps. Fig. 5
shows the constructed model and the simulated
11 Å resolution map.

Since all the chains in the GroEL complex are identical with
respect to the rotation and the translation operators, in this
test we assess our method when reconstructing the whole
complex starting from a single chain (PDB code 2c7c_H) by
varying the resolution of the GroEL simulated map, the width
of the Gaussian for the model map and the angular sampling
distance. We then re-score the obtained solutions using the
following symmetry-adapted cost function:

JðSolutionÞ ¼ min
j¼1...14

RMSD2ðSolution;ChainjÞ; ð23Þ

which computes the RMSD between the solution and the
nearest chain of the assembly model. The re-scored solutions
are then clustered in order to eliminate redundancy. Finally,
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Figure 5
The GroEL complex composed of 14 identical subunits. (a) The
symmetric model of the GroEL complex and its simulated electron
density at a resolution of 11 Å are shown, where each chain has been
coloured differently. (b) A single chain of the GroEL complex (PDB code
2c7c_H) and its simulated electron density at a resolution of 11 Å are
shown.
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we compute the mean symmetry-adapted RMSD between the
reassembled complex and the original one as follows:

RMSD2 ¼ 1

14

X14

i¼1

JðSolutioniÞ; ð24Þ

which is a standard quality assessment metric. Fig. 6 shows the
RMSD computed with equation (24) as a function of the
angular sampling distance for different map resolutions with
and without the off-grid optimization. Individual plots for
each resolution are given in the supporting information.

From this figure we can clearly see that our method
improves the convergence to the global solution with the
angular sampling distance getting smaller. However, one can
notice that for very low resolution maps, while the RMSD is
effectively reduced, the convergence rate of the refined and
unrefined methods is the same (see e.g. the 21 Å resolution
curves in Fig. 6).

In order to explain this poor convergence rate at low
resolutions, let us recall that our CCF is a relatively simplistic
scoring function. It has been observed, even with more subtle
cost functions, that the success rate of non-Laplace filtered
CCFs tends to drop dramatically with the resolution of the

map (Wriggers & Chacón, 2001; Chacón & Wriggers, 2002;
Garzon et al., 2007; van Zundert & Bonvin, 2016). It has also
been noticed by Chacón & Wriggers that, at low resolution,
one may inadvertently displace the model to regions of higher
density in the interior of the target map (Chacón & Wriggers,
2002). This means that, even without the quadratic approx-
imation, our cost function has difficulties in discriminating
good poses from bad poses for a low-resolution map. This
explains why, even with a fine sampling and/or an off-grid
search, the method is not able to provide satisfactory results
for the low-resolution maps. We should note that while it is in
principle simple to adapt our method to a local or core-
weighted CCF, which gives better results at low resolutions
(van Zundert & Bonvin, 2015, 2016), it would not be easy to
use it with a Laplace-filtered CCF. More precisely, regarding
the local and core-weighted CCFs, we can either make an
assumption that the mask of these scoring functions does not
change during the local off-grid deformations, or use a smooth
interpolation of the mask and analytically compute its deri-
vatives. The first assumption seems reasonable and thus we
will only have to compute additional normalization factors of
the in-grid CCF values, using the fast local correlation function
method of Roseman (2003), for example. As for the Laplace-
filtered CCF, firstly, the quadratic approximation of such a
CCF will be different from what we use. Secondly, the quad-
ratic approximation will degenerate faster when far from the
expansion centre.

We can also see in Fig. 6(b), especially for the 5 and 11 Å
curves, that for the coarser angular sampling the lower reso-
lution gives the best RMSD. We notice that at an angular
sampling distance of roughly 451 the two curves cross and the
higher resolution starts to give the best RMSD at larger
angles. This crossing phenomenon can be explained by recal-
ling that the map resolution is inversely proportional to the
maximal frequency in the Fourier domain and that, as we
demonstrate in the supporting information, the error reduc-
tion of our method is quadratic in terms of the grid spacing
and approximately linear with respect to the highest frequency
of the map. This explains why, for a coarser angular sampling,
our algorithm gives better results with the lower-resolution
map, which has a spacing of 3.0 Å. However, for a fine enough
angular sampling, the higher-resolution map, which has a
spacing of 2.0 Å, gives better fitting results.

Now, we will demonstrate the effect of the Gaussian #,
which defines the resolution of the model [see equation (1)],
on the convergence of our method when fitting a model into
the simulated map of 11 Å resolution. Fig. 7 shows the RMSD
computed with equation (24) as a function of the angular
sampling distance for different values of Gaussian # with and
without the off-grid optimization. Individual plots at different
# values are given in the supporting information. Interestingly,
from this figure we can see that for # = 1 Å the off-grid
optimization does not improve the results at all. This happens
because of the non-concavity of our maximization problem
[TRS in equation (21)]. In order to explain this effect, let us
first recall that the FFT algorithm approximates the integral in
equation (11) by a finite sum, as shown in equation (15). It is
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Figure 6
Symmetry-adapted RMSD as a function of the angular sampling distance
for fitting a subunit of the GroEL complex to simulated EDMs of
different resolutions. (a) Fitting without off-grid optimization. (b) Fitting
with off-grid optimization. The grid spacing of the 5 Å resolution map is
2.0 Å and the grid spacing for the 11, 15 and 21 Å resolution maps is
3.0 Å. The resolution of the model is fixed and equals # = 2.5 Å.
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thus critical to have a sufficient number of sampling points for
the Gaussians and their derivatives. We should note that the
integration accuracy would depend on the chosen value of
Gaussian #. For example, the width of # = 1 Å is definitely too
low for the grid spacing of 3 Å, which causes an inaccurate
integration of the Hessian in equation (15). These inaccuracies
can then lead to a positive semi-definite Hessian, thus making
the TRS problem non-concave. Consequently, when the
problem is not concave, an optimal solution can be found on
the boundary of the search domain (Sorensen, 1982; Fortin,
2000). However, in such a case, the problem is ill posed for at
least one degree of freedom (off-grid rotation or translation),
and our experience shows that one should keep the original
pose in order to avoid an overshoot problem.

For # = 4 Å we can see that, as in the previous experiment at
very low map resolutions, while the RMSD is effectively
reduced, the convergence rates of the refined and unrefined
methods are nearly the same. This can be explained by the fact
that, as we previously mentioned, our cost function has diffi-
culties in discriminating poses for a low-resolution map. We
should mention that, to our knowledge, the effect of a low-
resolution model on the success rate of the fitting algorithm
has not been thoroughly studied, and it is reasonable to
assume that a low-resolution model will lead to the same
accuracy issues as a low-resolution experimental map. For

other values of Gaussian #, one can see that, when the opti-
mization problem is well posed, our method improves the
speed of convergence of our method with respect to the
angular sampling distance.

3.2. Translational degrees of freedom

In this section we demonstrate the performance of our
method when mainly optimizing translational degrees of
freedom. To do so, we fitted a single chain of the crystal-
lographic GroEL structure (PDB code 2c7c_H) into its
simulated map using the correctly rotated model. Firstly, we
simulated the maps of 11 different sizes (number of voxels) at
a fixed resolution of 11 Å using the eman2 package (Tang et al.,
2007) starting from the atomic model of a GroEL chain (see
Fig. 5). Then we fitted the arbitrarily translated model, which
had the correct rotation, into the artificial maps without any
additional sampling of other rotations. We generated 20 best
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Figure 8
The spread of 20 best solutions provided by our fitting algorithm during
the translational search. (a) In-grid solutions before the off-grid search.
(b) Solutions after the off-grid search. See main text for details.

Figure 7
Symmetry-adapted RMSD as a function of the angular sampling distance
for fitting subunits of the GroEL complex of different resolutions to a
EDM simulated at 11 Å with a grid spacing of 3.0 Å. (a) Fitting without
off-grid optimization. (b) Fitting with off-grid optimization.
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optimized and non-optimized poses and we then measured the
maximum distance between the centres of mass (COM) of two
solutions as follows:

RMSDmax :¼ max
i;j

ðCOMi;COMjÞ; ð25Þ

which gives us a certain measure of the maximum spread of
solutions generated by our algorithm. We can expect to find
the 20 best solutions within this distance. Fig. 8 shows the
spread of the 20 best solutions provided by the algorithm with
a Gaussian # equal to 3 Å and a grid with 179 712 voxels. We
see that after the off-grid search all the solutions converge to
the same off-grid solution, which, according to Fig. 9, has a
lower RMSD than the in-grid solutions. More precisely, Fig. 9
shows the RMSD computed with equation (25) as a function
of the grid spacing, for different map sizes with the resolution
of 11 Å. We can see that for large values of the grid spacing
and small values of the model Gaussian #, the poses have
certain difficulties in converging to a single solution. However,
we also see that, for small values of # = 1 Å and # = 2 Å, once
the grid is sufficiently fine, the poses start to converge to a
single solution. We believe that, with such values of # and a
very coarse grid, some Gaussians are not well sampled, which

can in turn introduce errors in the gradient and the Hessian of
equation (17), and thus lead to a poor fitting quality. At large
values of # equal to 3 and 4 Å, the poses converge to a single
solution much better independently of the grid size. This again
indicates that the method gives good results as long as the
Gaussian width of the model is suited to the spacing of the
grid.

It is interesting to note that we do not have the same low-
resolution problems as we had in the rotational search
examples (see Fig. 9). This observation confirms the results
reported by van Zundert & Bonvin, who showed that, for
translational degrees of freedom, a relatively simplistic CCF
has a good success rate, even for a low-resolution model map
(van Zundert & Bonvin, 2016).

3.3. Application to an experimental density map

In this section, we apply our method to an experimental
density map. Thanks to recent improvements in cryo-EM
instrumentation (Bai et al., 2015), it has become possible to
reconstruct cryo-EM maps with resolutions that rival those of
X-ray crystallography (Callaway, 2015; Bai et al., 2015; Cheng,
2015). This drastic improvement in resolution created a need
for automatic fitting of algorithms with a high precision. We
tested our method on a GroEL complex map (code EMD-
6422) with 240 $ 240 $ 240 voxels and a resolution of 4.1 Å.
This map, shown in Fig. 10, was also provided as an assessment
exercise in the 2015–2016 EMDataBank Validation Challenge.

Firstly, we tested the off-grid search when reconstructing
the whole GroEL complex by fitting a single chain from the
the lower ring of the GroEL–GroES complex (PDB code
2c7c_H) with the model Gaussian # of 2 Å into the map. Fig. 10
shows the complex reconstructed by our algorithm with
approximately 1000 sampled rotations and 13 824 000 sampled
translations. We can see that at the very top and at the very
bottom of the complex the individual chains do not fit
perfectly. We thus performed a similar experiment with
approximately 100 000 rotations without obtaining visually
better results. Moreover, we observed that, while the off-grid
search improved the fitting of the central part of the complex,
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Figure 10
The experimental GroEL electron-density map (code EMD-6422) with
the GroEL structure reconstructed with our algorithm. Left: top view.
Right: side view. In total, 13 824 000 translations and approximately 1000
rotations were sampled in order to perform the reconstruction. Each
chain of the reconstructed structure is coloured differently.

Figure 9
RMSDmax as a function of the grid size for different model resolutions.
The resolution of the density map is 11 Å. (a) Fitting without off-grid
optimization. (b) Fitting with off-grid optimization.
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some inaccuracies can still be observed at the extremes. This
can be explained by higher values of the electron density in
the centre of the map, which is not currently taken into
account by our method.

Secondly, we specifically tested the off-grid translational
search by fitting a single correctly rotated chain into the map
of the complex. Fig. 11 shows the top five solutions obtained
by our algorithm when exhaustively sampling 13 824 000
translations. We see that after the off-grid search all the
solutions converge to the same off-grid solution, which
visually fits better into the map than the in-grid solutions.

These experiments demonstrate that the additional off-grid
rigid search improves the quality of fitting. However, it is still
not perfect and our experiments show that for further
improvements we need to allow for additional degrees of
freedom, such as twisting of secondary-structure elements
with respect to each other etc. Indeed, in most cases, initial
models are determined by X-ray crystallography and thus

might not rigidly fit into a density determined by experiments
in solution, such as cryo-EM.

3.4. Computational speed

In this section, we demonstrate the running time of our
algorithm as a function of both the total size of the grid and
the number of sampled rotations. We ran the tests on a Linux
machine with 32 GB DDR3 RAM and Intel(R) Core(TM) i7-
4800MQ CPU @ 2.70 GHz. For all the tests we used simulated
maps of the GroEL structure. The model # in all the experi-
ments was set to 3 Å. Let us first recall that the overall
complexity of our algorithm is O½M N logðNÞ% operations,
where M is the total number of rotations and where N is the
total size of the grid. Below, we will experimentally verify the
complexity of our method and measure the wall-clock time for
real-size problems.

In order to study the running time as a function of the total
size of the electron-density grid, we used 11 maps of a single
chain of the GroEL structure (PDB code 2c7c_H) simulated at
a resolution of 11 Å, which range from 76 800 to 614 016
voxels. For this test we sampled only five rotations and
measured the time taken by our algorithm to solve the
fitting problem. We then fitted the measured time with the
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Figure 12
Measured and fitted runtimes of the algorithm. (a) The runtime as a
function of the grid size fitted with OðN log NÞ, the theoretical
computational complexity, is shown. Only five rotations are sampled
here. (b) The runtime as a function of the number of sampled rotations is
shown in log–log scale. Here, for each rotation we sampled 163 296
translations. A constant time of 21 s is subtracted from the results in the
second test, which is taken by the initialization and the output.

Figure 11
Solutions provided by our fitting algorithm when fitting to the density of a
single chain in the map (code EMD-6422) of size 240 $ 240 $ 240 voxels
and resolution of 4.1 Å. A total of 13 824 000 translations were scanned in
order to perform the reconstruction. The top five solutions are shown. (a)
Top five in-grid solutions before the off-grid search. (b) Top five solutions
after the off-grid search.
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theoretical expectation of O½N logðNÞ%. Fig. 12(a) shows the
measured and the fitted times. We can see that the measured
computational time fits well to the theoretical O½N logðNÞ%
expectation and that our algorithm solves the problem in less
than a minute, provided that only five rotations are sampled.

To study the running time as a function of the total number
of sampled rotations, we used a map of of the GroEL assembly
simulated at a resolution of 11 Å, which contains 163 296
voxels. We then fitted a single chain of the GroEL structure
into the map and measured the time taken by our algorithm to
solve the fitting problem. Fig. 12(b) demonstrates the
measured computational time in log–log scale. Again, one can
see that the measured time fits well to the theoretical linear
expectation. We can see from this figure that, even for rather
fine sampling of order 105 translations and 105 rotations, our
algorithm exhaustively solves the off-grid fitting problem in
less than 3 h. To conclude this section, we mention that we
have computationally verified the expected complexity of our
algorithm and that the pre-factor of our algorithm is not
prohibitive, such that the method can be used with realistic
large data sets.

4. Conclusions and perspectives

In this paper, we have presented a new method that performs
an exhaustive off-grid search in six rigid-body degrees of
freedom. The method is applicable to any cost function that
can be expressed as a convolution or correlation of two other
functions defined on a three-dimensional grid. This method
uses an FFT-based technique to quickly sample a quadratic
approximation of the cost function and then it uses a well
known optimization algorithm to find the optimal off-grid
solution.

We have verified the efficiency of the method on simulated
maps, and shown that the algorithm reduces the RMSD
between the original model and the fitted model compared
with the in-grid solutions. We have also tested our method on
an experimental density map and demonstrated its efficiency
over the in-grid search algorithm. Nonetheless, the method
can still be improved in several ways. First, as we have already
hinted above, in order to further improve the fitting quality, we
should try to add some flexibility to the model. This approach
has been widely used in cryo-EM fitting applications (Tama et
al., 2004; Suhre et al., 2006; Topf et al., 2008; Rusu et al., 2008;
Tan et al., 2008; Wriggers, 2012; Loṕez-Blanco & Chacón,
2013). The second improvement we can think of is running
several optimization steps while keeping the fast sampling of
the off-grid degrees of freedom, which, coupled with a good
optimization algorithm, could help us to reduce the RMSD
even further and, hopefully, independently of the grid size and
the model resolution. It is also worth mentioning that a similar
method could be used to sample the off-grid rigid-body DOF
in spherical coordinates. The idea would be to apply the Taylor
expansion of the Gaussian functions decomposed in a sphe-
rical harmonics basis coupled with a radial basis. However,
owing to the complexity of both the radial and angular basis

functions, we expect the method to be less stable compared
with the presented one.
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