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Abstract

Independent Component Analysis (ICA) is a powerful technique for
unsupervised data exploration that is widely used across fields such as
neuroscience, astronomy, chemistry or biology. Linear ICA is a linear la-
tent factor model, similar to sparse dictionary learning, that aims at dis-
covering statistically independent sources from multivariate observations.
ICA is a probabilistic generative model for which inference is classically
done by maximum likelihood estimation. Estimating sources by maximum
likelihood leads to a smooth non-convex optimization problem where the
unknown is a matrix called the separating or unmixing matrix. As the
gradient of the likelihood is available in closed form, first order gradi-
ent methods, stochastic or non-stochastic, are often employed despite a
slow convergence such as in the Infomax algorithm. While the Hessian
is known analytically, the cost of its computation and inversion makes
Newton method unpractical for a large number of sources. We show how
sparse and positive approximations of the true Hessian can be obtained
and used to precondition the L-BFGS algorithm. Results on simulations
and two applied problems (EEG data and image patches) demonstrate
that the proposed technique leads to convergence that can be orders of
magnitude faster than algorithms commonly used today even when look-
ing for hundred of sources.
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1 Introduction

Independent Component Analysis (ICA) [1 2] is a multivariate data exploration
tool massively used across scientific disciplines such as neuroscience [3] [4, [5] [6],
astronomy [7, &, @], chemistry [I0, [I1] or biology [12}, 13]. The underlying
assumption of ICA is that the data are obtained by combining latent components
which are statistically independent. The linear ICA problem addresses the case
where latent variables and observations are linked by a linear transform. In
the linear case, ICA boils down to the estimation of a linear transform of the
input signals to obtain statistically independent output signals, which are called
sources. The matrix that transforms the sources into the measured signals is
called the mixing matriz, and its inverse, which turns the input signals into
sources, is called the unmizing matrix.

The strength and wide applicability of ICA come from its limited number of
assumptions. For ICA to become a well-posed problem it is only required that
all sources except one are non-Gaussian and statistically independent [1]. The
generality of this concept explains the usefulness of ICA in many domains. In
neuroscience, ICA is typically used to find artifacts in signals, because artifacts
are by nature independent from the brain signal and also tend to be strong
and transient with non-Gaussian distributions [I4]. In image processing, ICA
has also been shown to extract meaningful features, that can be used for in-
stance for denoising using image patches [I5]. This last application reveals the
similarity between a popular patch-based method known as sparse dictionary
learning [16] and ICA that can be seen as a probabilistic formulation of this
learning problem [I7].

Pham [I8] explained that inferring the unmixing matrix in linear ICA can
be formulated as a likelihood maximization problem. Interestingly, it has been
shown respectively by Hyvarinen [19] and Cardoso [20] that two of the most used
algorithms, FastICA [2I] and Infomax [22], can be derived from this principle.
In particular, the learning rule of Infomax boils down to a stochastic gradient
method for maximization of the log-likelihood of the model. Maximum likeli-
hood is therefore a central concept for ICA, which later motivated new works
such as the AMICA algorithm [23].

The Hessian of the likelihood function has been thoroughly studied in [24]
25, and it was proposed in [I8] [26] to use this second order information in
iterative solvers. In [27], Palmer et al. reused these ideas and reported important
speed ups compared to first order gradient methods used in the literature. To
the best of our knowledge, this technique constitutes the state-of-the-art for
optimizing the likelihood function. While theory and experiments show that
convergence of this second-order algorithm is quadratic on simulations when the
ICA model holds, on real signals which are not exactly a mixture of independent
sources the rate of convergence falls back to linear. This article addresses this
issue by building on the classical optimization algorithm L-BFGS.

The practical implications of this work are important as computational costs
of ICA estimation can be a bottleneck in data exploration. In the neuroscience
community, Infomax is the default ICA algorithm used in the popular EEGLab



toolbox [28]. By nature, this algorithm requires careful tuning of the learn-
ing rate parameter and fails to perfectly reach a stationary point of the likeli-
hood [29]. The algorithm proposed here does not suffer from these limitations
while exhibiting significantly faster convergence.

This article is organized as follows: In section [2] we show how the maxi-
mum likelihood principle leads to a matrix-valued unconstrained and smooth
optimization problem. We then detail how to find two good and low cost ap-
proximations of the Hessian of the likelihood function, and propose an efficient
algorithm based on L-BFGS that can exploit these approximations to improve
the local conditioning of the optimization problem. Finally, in section |3 we
show on synthetic signals, on multiple electroencephalography (EEG) datasets
and on images that these algorithms can greatly accelerate the convergence of
maximum-likelihood based ICA algorithms, and that it can improve the relia-
bility of ICA decompositions.

Notation

We denote by £ € RV*N a matrix with small norm. Let M be a square N x N
matrix, and B a fourth order tensor of size N x N x N x N. We can apply
B to M: it gives another matrix denoted as BM whose entries are (BM);; =
> k1 BijkiMy. The Frobenius matrix scalar product is denoted as (M|M’) =

Tr(MTM') = > MigMj;, and || M| = \/(M|M) is the associated Frobenius
matrix norm. We also denote (M'|B|M) = (M'|BM) = >, ;1 ; BijraM;;Mj.
The scalars a or oy, are step sizes in the optimization algorithms. We denote
by det(M) the determinant of M and by I the identity matrix. Let f be a
real-valued function. When talking about the complexity of an operation, we
say that it is in ©(f(N,T)) if there exist two constants 0 < ¢; < ¢z such that
the cost of that operation is in the interval [c; f(N,T),c2f(N,T)] for all T, N.

Finally, d;; is the Kronecker symbol, equal to 1 when 7 = j and 0 otherwise.

2 Methods

First, let us precisely write the ICA probabilistic model considered in this article
and then derive the maximum likelihood estimation.

2.1 Maximum likelihood for ICA

Given a set of N signals x1,...,xy with T samples each, that we can note as
X = [z1,.,2n]" € RV*T we want to find an unmixing matrix W € RV*N
such that WX =Y = [y1,..,yn] " contains mutually independent signals. Here,
independence is meant in the statistical sense: the joint probability density
function of [y1,..,yn], Py, is equal to the product of the marginal densities of
the y;’s, p;:

N
Py (Y1, YN) = Hpi(yi) : (1)



The inference can be done by maximum likelihood in the following way [18].
We postulate a model for X: there is a matrix A € R¥*N and independent
and identically distributed signals S such that X = AS. If such a matrix exists
for empirical data, we will say that the ICA model holds. Under this model,
for each sample ¢, S(t) has a factorized density Hfil pi(si). The density of the
corresponding data sample is computed by a linear change of variables, giving
px(X(t)) = |det(A)|! Hiil pi((A71X(t));). Finally, we obtain the averaged
log-likelihood of the data:

T log(px (X)) = — logldet(4)] + F

N
> log(pi((Alx)i))]

=1

where E denotes the empirical mean. This log-likelihood should be maximized
with respect to the variable A. It is however simpler to rewrite it as a function
of W =A"1!and Y = WX. For a given matrix W, the negative averaged
log-likelihood of the data X with parameter W is:

L(W) = —log|det(W)| — E

Zlog<pi<yi)>] . ®

The maximum likelihood ICA problem is a smooth non-convex optimization
problem where £ is the objective function that has to be minimized with respect
to W (note that Y depends on W).

Before we go any further, it is important to note that the log-likelihood
depends on the density of the sources, which is unknown. There are different
ways of dealing with this problem. The simplest one is to use fixed densities
as it is the case in standard Infomax, where —log(p;) = 2log(cosh(./2)) (plus
an irrelevant normalization constant). This choice may seem arbitrary with
strong consequences on the results, but it is shown in [24] that an exact choice
of the density functions is not critical for recovering the unmixing matrix in
the presence of only super-Gaussians sources. However, it consistently fails at
recovering sub-Gaussian sources. The purpose of this contribution is to improve
the optimization part of algorithms for maximum likelihood based ICA, this is
why we will only consider the simple, yet general, case of fixed densities as in
standard Infomax. In our experiments, we will use the exact same density used
in Infomax.

2.2 Properties of the objective function

In this section, we detail a number of properties of the objective function .
First, notice that this optimization problem is not convex: there is not a single
optimum. Indeed, if W* minimizes the objective function, any permutation
of the columns of W* gives another minimizer. Second, one should note that
the variable W belongs to the manifold of invertible matrices, with no further
specification. This set has a geometry well-suited to matrix multiplications
(because the product of two invertible matrices is still invertible), and not so



much to matrix addition (as the sum of two invertible matrices can be singular).
This has strong consequences on the gradient of this function.

2.2.1 Gradient

Since the optimization is performed on square matrices, the associated gradient
can be viewed as a matrix of the same size. The absolute gradient of this
function is the quantity G* such that for any matrix &, L(W + &) = L(W) +
(GA1€)+O(||€]|?). Note that this corresponds to the classical gradient definition
GiAj = oW, However, given the multiplicative geometry of the problem, it is
better to work with the relative gradient G such that L((I + )W) = L(W) +
(G|€) + O(|I€]|?). These two gradients are related by the formula G = GAW .
From now on we will only use the relative gradient G which is given for by
(the computation is derived in the appendix, see also [30]):

Gi; = Ei(yi)y;] — 6ij (3)

where ¢, = —%/? is called the score function (which is equal to tanh(-/2) with
standard Infomax densities). It can be rewritten compactly in matrix form:

GY)= %w(Y)Y—r -1
2.2.2 Hessian

Let us define the four following quantities:

&ZzEy?],forlgigN

K2

iLijl = E[w;(yl)yjyl] ) for 1 S iajvl S N
hij = EWj(yi)y3] , for 1 <i,j < N "
fALZ:EA'[z/J;(yZ)] ,for1<i<N '
[

We define the relative Hessian H for the problem as the fourth order tensor
such that: L((I +E)W) = L(W) + (G|E) + S(E|H|E) + O(||€]]?). After some
manipulations that are detailed in the appendix, we obtain:

Hijr = 061 + Oinhiji - (5)

There are some interesting things about this expression. First, it is sparse
since it has only of the order of N3 non-zero coefficients: 0i16;5, # 0 for i =
I and j = k which corresponds to N? coefficients, and d;;, # 0 for i = k
which happens N3 times. This means that for a practical application with 100
sources the Hessian easily fits in memory. However, obtaining the Hessian is
costly as it requires the computation of ﬁijl for each i, j and [, and hence it
takes ©(N?3 x T) operations. Another problem is that the Hessian must be
positive definite in order to have a working Newton method, but unfortunately
it is not guaranteed here since it is a non-convex problem. While it can be
a natural idea to regularize the Hessian with a damping factor as used in the



Levenberg-Marquardt algorithm, it is in practice challenging because computing
the smallest eigenvalue of the Hessian is quite expensive given the cubic size of
the Hessian matrix. Provided the Hessian can be well regularized, a Newton
algorithm remains costly as it involves solving a large linear system at each
iteration. Overall, it is perfectly possible to set up a Newton method using the
true Hessian, but the cost of the different operations involved makes it slow.
This is what motivates the use of Hessian approximations.

2.2.3 Hessian Approximations

We define a first approximation of H replacing fzijl by 5jlilij. We denote that
approximation by H?2:

ﬁzijkl = 0k + (Sik(sjlﬁij ) (6)

A second approximation, H!, is obtained by replacing ilz'j by fzi&?— for i # j:
Ijlijk:l = 5il5jk + (51‘]@(5]'[;%(}]2- ,fori £ j 7)
H'ijii = 1+ hy;

It is always true that ;Lm = ﬁii, and when the signals are independent,
ﬁijl = §jlﬁij = jlfLZ&JQ- asymptotically for i # j. This means that the two ap-
proximations asymptotically match the true Hessian if the signals are
independent. In particular, if an iterative algorithm converges to a solution on
a problem where the ICA model holds, the sequence of Hessian approximations
converges towards the true Hessian of the objective function at the optimum.

They are less costly to obtain than H. H? requires the computation of iLij
for all (4, ), so its computation is in ©(N? x T'). We refer to it as H2 because
of the exponent 2 in the complexity. H! is even faster to obtain, because is
only requires the computation of the h; and ;. Its computation cost is thus in
O(N! x T).

These approximations are block diagonal: For a pair (i,j) with i # j, the
only nonzero coefficients in H;;x; are for (k,1) = (i,7) and (k,1) = (j,7). Because
of that structure, it is simpler to invert them than H: it amounts to inverting
each 2x 2 block on the diagonal, so the complexity of inversion is ©(/N?). Finally,
they are sparser than the true Hessian, and hence can be stored more efficiently.

Unfortunately, these approximations can be quite far from H. In most prac-
tical applications, the ICA model does not hold and then even at the likelihood
maximum, ﬁiﬂ =+ 5jlflij =+ 6jlizi&]2-. Even though H? more expensive to compute
that H 1, it is also a better approximation in the sense that it is equal to H on
the diagonal blocks, while H! is not.

2.2.4 Regularization of Hessian Approximations

It is possible to show that if the density model were perfect, H' would asymp-
totically be (when the number of samples T — 00) a positive definite matrix if



Algorithm 1: Regularization procedure

Input : Eigenvalue threshold A,,;, > 0, approximate Hessian Hy,
for Each pair (i,7) do

Compute A using @;

if A < A\uin then

| Add (Amin — )12 to the block (i, ) of Hy, ;

end
end
Output: Regularized Hjy,

at most one source is Gaussian (see [I8]). In our case, we have three problems
that prevent the positiveness of the approximate Hessian. First, the previous
result is only true asymptotically. Second, it needs to have the true score model,
which is not the case with fixed scores. Finally, it is common to get data where
there are more than one Gaussian signal in the mixture.

Let us study what happens when there are two Gaussian signals of indexes
¢ and j in the mixture. Suppose that we have managed to set the gradient to
0. Looking at the diagonal values, we get that E[v;(y:)yi] = E[0;(y;)y;] = 1.
Now, if we call o; the standard deviation of the i*" signal, an integration by
parts shows that E[v;(v:)y:] = E[¥(y:)]o? if (y;) is Gaussian, regardless of 1;.
Now, if both ¢ and j are Gaussian signals, the corresponding 2 x 2 block in the
Hessian (or approximate Hessian) is:

o2 ’ (8)

which is singular (its determinant cancels). This means that as the gradient goes
to 0, if there are at least two Gaussian sources, one eigenvalue of the Hessian
(or approximate Hessian) will tend towards 0. This naturally leads to erratic
behavior when computing H ~'G. Regularization is needed to prevent this.

A good thing about the two Hessian approximations is that they can be
diagonalized without effort: it amounts to diagonalizing each of the 2 x 2 blocks.
Elementary linear algebra shows that the smallest eigenvalue associated to the
block (i, 7) is given by:

1
Nij = 5 aij +aji — /(i —a;i)* +4) (9)

with a;; = I}ijiﬁ for either H = H! or H = H?2.

Based on this, we propose the simple regularization procedure detailed in
Algorithm [I] Note that the blocks with positive and big enough eigenvalues are
left untouched, while the other blocks have their spectrum shifted so that their
smallest eigenvalue is equal to the minimum value Ay, .



2.3 First order methods

In the following, every optimization algorithm relies on a line search, which will
be specified later in subsection[2.5]after we have introduced the main algorithmic
ideas.

2.3.1 Gradient descent

The gradient is readily available and directly gives an update rule for a gradient
descent algorithm:

W <I—a (;w(Y)YT —1>) W,

where a > 0 is a step size found by line search or an annealing policy.

One of the advantage of gradient descent is that it can cope with the non-
convexity of the problem: provided that « is small enough, each step will ef-
fectively decrease the objective function and it will converge to a point with
zero-gradient (cf. Prop. 1.2.1 in [3I]). The downside is that its convergence
speed is at most linear, and that it requires a fine-tuned annealing policy or line
search to ensure that « is well-chosen. These two problems are generally solved
by second order methods where the Hessian captures the local curvature of the
minimized function.

2.3.2 Infomax

We now give a brief explanation on how the Infomax algorithm runs in practice.
The philosophy of the algorithm is to use the gradient as a descent direction.
However, the main difference with the algorithm that we have just shown is that
it is a stochastic gradient algorithm: the gradient G in the previous formula is
not computed using all the samples, but rather on a mini-batch of size T". This
means that at each iteration of the algorithm, the samples are randomly split
in groups of length 7. Then, the gradient for each group G’ is computed and
a stochastic gradient step W « (I — aG’)W is performed.

The stochasticity of Infomax has benefits and drawbacks. For a thorough
review about what stochasticity brings, see [32]. We here present a summary of
the properties of stochastic gradient. On the good side, it makes the algorithm
very fast for the first few passes on the full data. This happens because the
objective starts decreasing after only one mini batch has been used, while for
a full batch algorithm like the one presented above, it takes a full pass on the
whole data to start making progress. Furthermore, if the number of samples is
very large, computing the gradient using the whole set might be too costly, and
then resorting to stochastic techniques is one way of coping with the issue.

Unfortunately, it also comes with some disadvantages. The first one is that a
plain stochastic gradient method with fixed batch size cannot exactly converge
to a local minimum of the objective function. Another way to put it is that
across iterations, the true gradient computed with the full set will not go to 0,
but instead will reach a plateau.



Another difficulty that arises with stochastic algorithms is the choice of the
step size. If it is too small the algorithm will not make much progress, and
if it is too large, the algorithm will become unstable. In fact, the level of the
plateau reached by the gradient is proportional to the step size [32]. Line search
techniques are also unpractical, because one has only access to noisy realizations
of the gradient and of the objective if one works only on a mini-batch of samples.
In practice, the standard Infomax implementation relies on heuristics. It starts
from a given step size ag, and decreases it by a factor p if the angle between
two successive search directions is greater than some constant . That makes 3
parameters that have to be set correctly, which is in practice problematic [29].

2.4 Second order methods

Second order methods exploit the curvature information carried in the Hessian
and its approximations in order to converge in fewer iterations.

2.4.1 Empirical Quasi-Newton method

The simplest way to take advantage of the Hessian approximations is to use
them as replacement of H in Newton algorithm, for which the descent direction
is given by —H'G. We will refer to this as the elementary quasi-Newton
method, which is detailed in Algorithm[2] Note that any Hessian approximation
can be used as long as it is guaranteed to be positive definite. This is the
optimization procedure performed by the AMICA algorithm [27], which uses
the crudest approximation H1.

Algorithm 2: Elementary quasi-Newton

Input : Mixed signals X, initial unmixing matrix Wy, number of
iterations K.

Set Y = W(JX,

for k=0,1,... ,K do

Compute relative gradient G using ;

Compute Hessian approximation H, using @ or ;

Regularize H, using algorithm

Compute the search direction pp = —(Hy) ' Gy:

Set Wiy1 = (I + agpr) Wi (ay set by line search);

Set Y « (I + aupr)Y;

end

Output: Y, W;

One particularly clear limitation of first order gradient methods is the oscil-
lating behavior of the successive directions. Indeed, in valleys, the next descent
step tends to undo the benefit from the last step. To illustrate this, we ran a
gradient descent algorithm on a simple synthetic ICA problem with N = 30
sources, all of which come from a Laplace density (p;(x) o exp(— |z|)). This
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Figure 1: Cosine of the angles between successive directions across iterations
of the algorithms. Left: simple gradient descent algorithm. Right: elementary
quasi-Newton (algorithm . A black pixel at the coordinate (7, ) means that
the i*" and j* direction used by the algorithm at each step are almost aligned.
A white pixel means that they are orthogonal.

density is super-Gaussian, and thus the sources can be recovered with our score
model. We ran the algorithm for only 20 iterations, using a costly line-search
that finds a step « almost optimal: « ~ argmin L((I + aG)W) at each step.
Then, we compute the cosine of angles between each descent direction. Denoting

D; the descent direction at iteration ¢, we compute cos((D;, D;)) = %
i J

for all (i,7) between 1 and 20 . This gives us a 20 x 20 symmetric matrix.
From Cauchy-Schwartz inequality, the entries in the matrix are less than 1, and
are close to 1 when D; and D; are almost aligned. In Figure [l this matrix is
displayed on the left. We can see that the directions D;, D;yo, Ditq... are
essentially the same and that it takes quite a few iterations to find new descent
directions. This means that the algorithm wastes a lot of time searching in
the same directions. On the right, we repeated the same experiment with the
elementary Quasi-Newton method. We can see that the pattern changes: each
descent direction is new and has not been explored before. This highlights the
well-documented “zig-zagging” behavior of the gradient descent algorithm with
an intricate objective function.

2.4.2 Preconditioned L-BFGS method

Most widely used quasi-Newton methods manage to estimate the local curvature
of the objective function without explicitly computing its Hessian [33]. Indeed,
popular methods such as DFP [34], 35, [36] or BFGS [37, B35 38, 39] build an
approximation of the Hessian using solely function and gradient evaluations
performed during optimization.

For most problems, at the beginning of the iterations no approximation of
the Hessian (or of the inverse of the Hessian) is available and it is commonly
set to a scaled identity matrix. It is therefore natural to wonder if having an
inexpensive way to compute approximations of the Hessian can be of any help
here. We consider in the following the popular L-BFGS [40] algorithm.

Rather than storing all the updates of the Hessian approximation leading to

10



Algorithm 3: Preconditioned L-BFGS

Input : Mixed signals X, initial unmixing matrix Wy, memory size m,
number of iterations K

for k=0,1,... ,K do

Set Y = WkX;

Compute the relative gradient G, using ;

Compute Hessian approximation H k using @ or ;

Regularize H,, using algorithm

Compute the search direction py = —(H}*)~'G}, using L-BFGS
formula in algorithm

Compute the step length ay using a line search;

Set W1 = (I + cupr) Wi

end

Output: Y, Wy

a dense matrix potentially too big to fit in memory like BFGS does, the L-BFGS
algorithm only stores the last m updates and then relies on recursive inversion
algorithm. The integer m is referred to as the memory parameter. From the m
previous iterates and gradient evaluations, it builds a low rank approximation of
the Hessian, which we denote H}*. Let us define y; as G; — G;_1, the s; as a;p;
(this is the “relative” update of the unmixing matrix between two iterations)
and the p; as 1/(s;|y;). These notations are the same that are used in [33]. Our
preconditioned L-BFGS algorithm that exploits the Hessian approximations to
initialize the recursive formula of L-BFGS is summarized in algorithms [3| and [4]
As in standard L-BFGS algorithm, the search direction p; is computed using
recursive algorithm with two for loops, however the initial guess for the Hessian
is here set to ﬁk.

2.5 Line search

These algorithms rely on a line search procedure which aims at finding a good
step size « at each iteration. In theory, the line search procedure has to enforce
Wolfe conditions [41] [33] in order to prove convergence. The line search proce-
dure proposed by Moré and Thuente [42] is generally considered to be a very
efficient way to enforce such conditions. It is based upon cubic interpolation
of the objective function in the direction of interest. Yet, for each candidate
step size, we must compute the value of the objective function as well as the
gradient, which can be costly.

A simpler line search strategy is backtracking. We start from o = 1. If for
that value, there is a decrease in the objective, we use this step size. Else, we
divide o by 2 and start again. This method only requires a loss evaluation at
each step size, but it does not enforce Wolfe conditions.

In practice, we allow to each algorithm a number of attempts (candidate
values for a) in order to reach a suitable value. If that number of attempts is

11



Algorithm 4: Two loops recursion for L-BFGS using a preconditioner

Input : Current gradient Gy, Hessian approximation H L, previous s;,
Yi, pi Vi € {kfm,...,k'fl}.

Set ¢ = Gy;

for i=k-1,...,k-m do

Compute a; = p;{s;|q) ;

Set ¢ =q— ay; ;

end

Set r = fI,;lq ;

for i=k-m,... k-1 do

Compute 3 = p;(yilr) ;

Set r =1+ s;(a; — B) ;

end

Output: r = pi

exceeded, that means that the objective function has a pathological behavior
in the search direction. Through experiments, we observed that this scenario
happens each time under the same circumstances, which is when the minimum
of the objective function is reached for a very small value a,,;, < 1, instead of
the typical “Newton value” for a quadratic function g, = 1. If we were to
select such a step size, then the algorithm would not move much, and might get
stuck for a long time in that problematic zone. Instead, if the maximal number
of attempts of the line search is reached, we fall back to using the gradient as
descent direction. We do so because we have observed that the direction given
by the gradient, although not optimal, is a direction along which the objective
function is smooth. Thus, taking a step in that direction allows the algorithm
to move away from the previous pathological zone.

Overall, for empirical quasi-Newton and L-BFGS, we found that the back-
tracking line search achieves better overall results, because it is slightly less
costly, and less likely to find the correct minimum of a problematic direction.
Another important motivation is that these algorithms make an underlying
quadratic approximation of the objective function, for which the step o = 1 is
the best step. In practice, the step a =1 is indeed a good step in most cases.

3 Experiments

All the following experiments have been performed on the same computer using
the Python programming language. For optimized numerical code we used
Numpy [43] using Intel MKL as linear algebra backend library, and the numexpr
package E| to optimize CPU cache. It was particularly efficient to compute
log cosh(y;(t)/2) and tanh(y;(t)/2) Vi,t. All experiments were run using only
one core of an Intel Core i7-6600U.

! https://github.com/pydata/numexpr
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3.1 Preprocessing

A good preprocessing of the data can help the algorithms by starting from a
good initial point. The preprocessing we apply to all the signals is the standard
preprocessing for ICA and is as follows. Given the input matrix X, we first set
the mean of the signals to 0 by subtracting its mean to each row. Then, we
whiten the signals. This means that we find a linear transform of the mixed
signals such that the covariance matrix of the transformed signals is the identity
matrix. In other words, we decorrelate the signals and scale them to have unit
variance. Finding such a transform is done as follows. Let us denote by X
the signal matrix. Its covariance matrix, C' = %X X7, is symmetric positive
definite, and thus admits the eigenvector decomposition C' = U T DU where D is
diagonal with positive entries, and U is an orthogonal matrix : UU T = I. If we
define X pite = D :UX , the covariance matrix of Xt is equal to identity.
We call that particular transform, given by D~z U, the sphering whitener. Note
that any other whitening transform can be obtained by multiplying the sphering
whitener by an orthogonal matrix. An alternative whitener is the Principal
Component Analysis (PCA) whitener given by U'D:U.

3.2 Simulation study

In this section, we present results obtained on synthetic data. The general setup
is the following: we choose the number of sources N, the number of samples
T and a density for each source. For each of the N densities, we generate T
random samples which gives the N simulated source signals. Then, a random
mixing matrix whose entries are normally distributed with zero mean and unit
variance is created. The synthetic signals are obtained by multiplying the source
signals by the mixing matrix. Finally, the preprocessing explained above
is applied.

These signals are then fed to the algorithms, and the gradient infinite norm,
which is defined as max;;(|Gy;|), is tracked over C.P.U. time and iterations.
Note that in practice, we do not have access to the minimum value of the loss
function nor to one of its minimizers, hence it is impossible to track the difference
between the current iterate and the final value, or the distance of the current
objective value to its global minimum. This is why we only quantify the norm
of the gradient. We repeat that experiment 100 times, changing each time the
seed generating the random signals. For each algorithm, we end up with 100
curves of the gradient w.r.t. time and iterations. To obtain readable figures,
we only display the median of these curves over the 100 experiments (50 were
above the curve shown, and 50 below).

We performed 3 different experiments:

e Experiment A: N = 40 independent sources of 7" = 10000 samples. The

density of each source is the same, given by p(z) =  exp(—|z|).

e Experiment B: N = 15 independent sources of 7' = 1000 samples. The
density of the 5 first sources is given by p(z) = exp(—|z|), the 5 next
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sources are Gaussian, and the density of the last 5 sources is given by
p(z) o< exp(—|z?]).

e Experiment C: N = 40 independent sources of T" = 5000 samples. The
density of the source i is given by p; = a;N'(0,1)+ (1 — ;)N (0, 02), where
«; is a sequence of linearly spaced values such that a; = 0.5 and a,, = 1.
We set ¢ = 0.1.

In experiment A, the ICA model holds perfectly, and each source has a super
Gaussian density, for which the choice ¢ = tanh(-/2) is appropriate.

In experiment B, the first 5 sources can be recovered by the algorithms for
the same reason. However, the next 5 cannot because they are Gaussian, and
the last 5 cannot be recovered either because the sources are sub-Gaussian.

Finally, in experiment C, the ICA model holds, but the sources are becoming
more and more Gaussian. Because of the limited number of samples, some of
the most Gaussian sources cannot be distinguished from an actual Gaussian
signal.

We try 6 algorithms for those experiments. We run the presented elementary
Quasi-Newton and preconditioned L-BFGS. The first algorithm is run only with
the approximation H!, while we try the two different approximations H! and
H? for L-BFGS. We also use the unpreconditioned versions of these algorithms:
a simple gradient descent, and the regular L-BFGS method. The memory size
for L-BFGS has been set to m = 7. We empirically found that it had little effect
on the performance in the range 3 < m < 15. Finally, we also run Infomax, as
described in section with a mini-batch size set to a third of the number
of samples (we found that the mini-batch size has little effect except when it
is very close to the number of samples). Parameters such as the learning rate
were set using their default values in the EEGLab matlab toolbox [28]. Note
that the gradient norm displayed is the norm of the full gradient on the whole
data, computed a posteriori after each run.

For the gradient descent, we used an oracle line-search: we run the algo-
rithm using an expensive but accurate line-search to find the best step at each
iterations, but do not take the line search time into account in the timing. In
that way, we place the gradient descent under the best possible light, because
any practical line search will perform worse than this one.

The results of the three experiments are shown in Figure[2] We can see that
the three methods informed by the low-cost Hessian approximations perform
better than their uninformed counterparts on the first experiment. In terms of
number of iterations, the two different approximations yield very similar results,
and we can expect them to follow quite similar trajectories. Thus, in terms of
running time it is the simplest method with approximation H! which performs
best, i.e., the elementary quasi-Newton also used by the AMICA method. We
observe that all quasi-Newton algorithms have a quadratic convergence. In par-
ticular, the elementary quasi-Newton’s convergence rate is quadratic because at
the optimum when the ICA model holds, the approximate Hessian asymptoti-
cally coincides with the true Hessian. The most logical explanation behind the
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Figure 2: Comparison of the optimization algorithms on three synthetic experi-
ments. Top: experiment A, middle: experiment B, bottom: experiment C. Left:
gradient as a function of time, right: gradient as a function of iterations (pass
on the full set for Infomax). Solid lines correspond to algorithms informed of
the approximate Hessian, dashed lines are their standard counterparts. Lines
of the same color correspond to algorithms of the same family.
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superiority of elementary quasi-Newton is that the approximation of the Hes-
sian is such a good approximation in that case that L-BFGS fails to produce a
better curvature. Finally, as expected, Infomax quickly diminishes the gradient
in the first steps, but then reaches a plateau at a quite high value of the gradient
norm.

Experiments B and C put the algorithms in a difficult situation, and both
yield similar conclusions. We observe that the gradient descent progresses re-
ally slowly. The standard L-BFGS algorithm manages to achieve honorable
convergence time, while being totally uninformed by the problem geometry.
The elementary quasi-Newton is no longer in good position. In particular, its
convergence rate drops from quadratic to linear. This happens simply because
the ICA model does not hold anymore, hence the sequence of approximate Hes-
sians does not converge to the true Hessian as the gradient goes to 0. This
approximation is still much better than the identity, so the elementary quasi-
Newton is faster than the gradient descent, but we can see that preconditioned
L-BFGS manages to find much better curvature approximations. Indeed, the
convergence of this algorithm still seems quadratic.

Finally, we can wonder if using H? rather than H! is a waste of time: for
those experiments the algorithms take about the same number of iterations to
converge, but the former has a more expensive cost per iteration. However, as
we will now see on real data, using H2 can lead to some important convergence
improvements.

3.3 Results on EEG data

We now present the results of our algorithms on 13 EEG datasets publicly
available at https://sccn.ucsd. edu/wiki/BSSComparison [6] . Each record-
ing contains n = 72 signals, of length 7" ~ 300000 samples. EEG measures the
changes of electric potential induced by brain activity. For such data, the ICA
model does not perfectly hold. In addition, they are contaminated by a lot of
noise and artifacts. Still, it has been shown that ICA succeeds at extracting
meaningful and biologically plausible sources from these mixtures [44) [3, [6].

The signals are very long, requiring an excessive amount of time for the
slower algorithms to process, so we first down-sampled the data by a factor 4,
leaving us with on average T' ~ 75000 samples per recording. The signals are
then preprocessed as explained in

We then ran the two versions of preconditioned L-BFGS on the full non-
downsampled data, to get a better sense of their performances on large datasets.
Results are displayed on the top and middle row of Figure [3]

The conclusions are similar to the ones drawn with the synthetic experiments
B and C: preconditioned L-BFGS is more efficient than the other algorithms.
However, we can observe that H? brings an improvement compared to H?!.
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Figure 3: Comparison of the optimization algorithms on real data. Top: EEG
dataset down-sampled by a factor 4 (T' ~ 75000 samples). Middle: full EEG
dataset (7' ~ 300000 samples). Bottom: Image patches dataset. Left: gra-
dient w.r.t. time, right: gradient w.r.t. iterations (pass on the full data for
Infomax). Solid lines correspond to algorithms informed of the approximate
Hessian, dashed lines are their standard counterparts. Lines of the same colors
correspond to algorithms of the same family.
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3.4 Results on natural images

Given a grayscale image, we extract T square patches (contiguous squares of
pixels) of size (s,s). If we consider each patch as a vector, we end up with T
samples of size s2. We can then perform ICA on those data, assuming that each
vectorized sample comes from a mixture of independent sources. The columns
of the unmixing matrix can then be thought of as features, or dictionary atoms,
learned from random patches.

We run all the previous algorithms on a set of 100 natural images of open
country, available here: http://cvcl.mit.edu/database.htm [45]. We used
T = 30000 patches of side 8 x 8 pixels, giving us a signal matrix of size 64 x 30000.
The patches are all centered and scaled so that their mean and variance equal
0 and 1 respectively. The signals are then preprocessed .

Results are shown at the bottom of figure[3] We can see that the convergence
is extremely slow for Infomax, for the gradient descent and for the elementary
quasi-Newton method. Interestingly, we can see that while L-BFGS precondi-
tioned with H! does less iterations than the unpreconditioned one, this does
not compensate for the cost of computing H!. The two algorithms perform
indeed similarly in terms of time. However, using H? rather than H! provides
an important gain, almost halving the number of iterations and the time needed
to reach a stationary point.

3.5 DBenefits of canceling the gradient

Preconditioned L-BFGS algorithm manages to quickly find a point at which the
gradient vanishes. Infomax is able to decrease the gradient in a few steps, but
then reaches a plateau where the gradient norm freezes. It is natural to ask
ourselves to which extent does actually reaching a local minimum change the
conclusions about the sources.

In EEG processing, the mixing matrix found by ICA carries important bio-
logical informations [6]. Recently, it was shown in [29] that on EEG data, the
matrices returned by Infomax and the matrices obtained after pushing the con-
vergence can lead to different neuroscientific interpretations. In this work, we
propose another experiment to illustrate the importance of reaching a good lo-
cal minimum. An algorithm that stops too early returns necessarily an estimate
influenced by the initialization. In other words, one hopes that pushing the con-
vergence reduces the role played by initialization in the scientific interpretation
of the results.

To quantify this, we ran the preconditioned L-BFGS algorithm on the EEG
signals twice, the first time after using a sphering whitener, the second time
using a PCA whitener. We then compared the different mixing matrices given
by the two runs, for various gradient norms. Denoting Wpca and Wy, the
two estimated matrix yielding a comparable gradient norm, we computed 7 =
Wph-Wpe 4 If the sources recovered by the two algorithms were exactly the
same up to order and scale, this matrix would be a permutation matrix times
a diagonal matrix. In order to have readable matrix plots, we permute the
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Figure 4: Comparison of the mixing matrices found by maximum likelihood
maximization on EEG data with two different initializations, for different level of
gradients. Each column correspond to one subject, each line to the gradient level
indicated by the number on the left. The matrices are displayed in logarithmic
scale: when the matrix is white with a black diagonal, it means that it is
the identity and hence that the two initializations led to the exact same local
maximum of the likelihood.

rows and columns of 7 to end up with a matrix with its larger coefficients on its
diagonal. We then divide each row by the value of the diagonal. Finally, one last
permutation is performed so that the rows with the largest off diagonal values
are at the bottom. Thus, after this process, if 7 were exactly a permutation
plus scale matrix, it would become the identity matrix.

We repeat that experiment for various gradient norms, and across all the
13 EEG recordings. For four subjects out of the 13, we obtain striking results,
displayed in figure [4] For these subjects, we can clearly see that as the gradient
goes to 0, the two algorithms initialized differently converge to the exact same
solution.

It is also interesting to see that for a gradient norm of 10~3 as classically
observed after running Infomax, the two transforms are quite different. This
demonstrates that pushing the convergence of the ICA solvers favors the repli-
cability of neuroscientific results.

4 Conclusion

In this work, two Hessian approximations of the objective function of maxi-
mum likelihood based ICA have been considered to accelerate estimation algo-
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rithms. Experiments have revealed that these approximations can be too rough,
especially when the ICA model does not hold, which is often the case on non-
simulated data. To go beyond the elementary quasi-Newton, we introduced a
preconditioned optimization algorithm based on the L-BFGS method. Through
simulations and the analysis of EEG data and images, we have shown that
this method outperforms off-the-shelf optimization algorithms such as regular
L-BFGS but also the elementary quasi-Newton method which relies only on the
Hessian approximation.

Appendix
Relative gradient and relative Hessian

. . . . . - N
The objective function is given by L(W) = — log|det(W)|—FE [Zi:l log(pi(yi))
(2). The relative gradient G and the relative Hessian H at the point W are
defined as the only matrix / fourth order tensor verifying:

LT +EW) = LW) +(GIE) + %<5|H|5> +O(IElP)

Let us denote by &;; the coefficients of €. We can write L((I + &)W) =
—log|det((I+&)W)|— E {Zf\il log(p; (y; + Zjvzl €5Y;)) |- The logdet part can
be taken care of as follows:

log|det((I + &)W)| = log|det(W)| + log|det(I + )|

We thus have to develop to the second order log|det(I + £)|, which can be
done by hand. We can also use the convenient relationship log|det(exp(£))| =
Tr(€), which we can rewrite at the second order as log|det(I+E&+3&%)| = Tr(€).
Now, using the change of variable £ 4 %52 < &, which gives £ < &£ — %52 at
the second order, we obtain:

log|det(I + £)| = Tr(€) % Tr(E2) |

We can write the above expression in terms of scalar product: Tr(€) =
>i0igi = (E|In), and Tr(E?%) = > i CigCii = (E|HY|E) where Hf]dkl =
6il6jlc-

For the second part, we use the Taylor expansion — log(p; (y;+¢)) ~ —log(p:(v:))+
i(yi)e + Swi(yi)e? which gives —log(pi(yi + Y1y €iy;) =~ —log(pi(ui)) +
Ej—il eiji(yi)y; + 3 ijl:l ein€a i (Vi)Y -
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Summing over all sources 7 and samples t:
N N
—E > log(pi(yi + > _ &iju;))
i=1 j=1

—_F + Z%E (Vi (yi)y;]

.3

N
Z log(pi(yi))

1 .
+3 > eiea ¥ (yi)ysul
0.4l
We can then write this in a scalar product form: }°, ; e B [Vi(yi)y;] = (GPIE)
with G = B [i(ys)y;], and 32, 5 eszea ks [$i(ya)ysm] = (E|HP|E) where Hy, =
dir B [V (yi)y;ui]. We can finally sum the two previous quantities to find:

{ Gij = —0ij + B [i(y)y,]
Hijri = 000 + 0 E [V (yi)yjm
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