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Abstract—In neuroimaging, multi-subject statistical analysis is
an essential step, as it makes it possible to draw conclusions
for the population under study. However, the lack of power in
neuroimaging studies combined with the lack of stability and
sensitivity of voxel-based methods may lead to non-reproducible
results. A method designed to tackle this problem is Randomized
Parcellation-Based Inference (RPBI), which has shown good
empirical performance. Nevertheless, the use of an agglomerative
clustering algorithm proposed in the initial RPBI formulation
to build the parcellations entails a large computation cost. In
this paper, we explore two strategies to speedup RPBI: Firstly,
we use a fast clustering algorithm called Recursive Nearest
Agglomeration (ReNA), to find the parcellations. Secondly, we
consider the aggregation of p-values over multiple parcellations to
avoid a permutation test. We evaluate their the computation time,
as well as their recovery performance. As a main conclusion, we
advocate the use of (permuted) RPBI with ReNA, as it yields very
fast models, while keeping the performance of slower methods.

Index Terms—Group analysis; reproducibility; parcellation;
multiple comparisons

I. INTRODUCTION

Statistical analyses of subjects groups are used to detect
some common effects across individuals or some differences
across sub-populations. The standard approach for statistical
inference in neuroimaging is mass-univariate inference, where
one computes a statistic in each voxel. This leads to a multiple
comparison problem, given the large number of tests per-
formed. Thus, the statistical significance of the voxel intensity
test can be corrected with various statistical procedures [1].

The main issue with such analyses are the inter-subject
variability of brain shape, vasculature, and function [2]. The
standard approach is to register and normalize each subject
into a common space. However, a perfect voxel-to-voxel cor-
respondence is not possible. In practice, this is often mitigated
by applying spatial smoothing to the data, hence increasing the
overlap between subject-specific activated regions [3]. Yet, this
approach strongly biases the shape of the signal of interest and
thus can only be used sparingly.

One proposed approach to overcome the lack of correspon-
dence between individual images at the voxel level is Random-
ized Parcellation-Based Inference (RPBI) [4]. This algorithm
has shown a good empirical performance, which may be linked
to its data-driven parcellation step, and semi-parametric nature.
However, this comes with a large computation cost.

Our contribution: Here we propose two strategies to
speedup the RPBI method. Firstly, we explore the use of a fast
agglomerative clustering algorithm to build the parcellations.

Secondly, we introduce another approach to aggregate p-values
over different parcellations, hence avoiding a permutation test.
Finally, we show the benefit of using these methods to reduce
the computation time needed for statistical inference.

Notation: Vectors are written using bold lower-case, e.g.
x. Matrices are written using bold capital letters, e.g. X.

II. METHODS: STATISTICAL MODELING FOR GROUP
STUDIES

We consider the images produced by an experiment (typ-
ically the brain maps displaying some combination of brain
activity in response to well-chosen experimental stimuli),
and aim at checking a statistical relationship between these
summary images and some covariates of interest.

Y =X +e, (D

where Y € R™*? is a matrix that represents the contrasts
of interest measured across individuals, with one image per
subject, hence n images, each one with p descriptors (e.g.
voxels or parcels of an fMRI contrast image), and X €
R7*dieos js a second level design matrix that groups the
explanatory variables of interest. Note that the variables in
X can be of any type (e.g. genetic, behavioral, experimental,
etc.), B € Rreos XP denotes the population-level effects, and
€ is the observation noise (often considered as Gaussian). In
neuroimaging, the question of interest is where in the brain a
certain combination of the factors of interest yields a positive
effect on average in the population, i.e. ¢ T 3 > 0, where c is
a suitable vector of contrast on the population-level effect [2].
Different types of contrasts correspond to different statistical
questions. The problem boils down to estimating with which
confidence one can reject the null hypothesis ¢ T 3 = 0.

Variability of brain shape: The observed cross-subject
variability in brain organization limits the relevance of a
voxel-by-voxel description of the data, and yields a reduced
sensitivity to detect the true effects.

Brain parcellations help to mitigate the alignment problems,
as they take into account the spatial structure of brain images.
Hence, we can reduce the dimension of the data by grouping
similar neighboring voxels, moving form the voxel-space to
a parcel-space. To do this, we can use anatomical/functional
atlases or data-driven approaches.



A. Randomized parcellation-based inference (RPBI)

RPBI was proposed in [4] as an alternative to the Threshold-
Free Cluster Enhancement (TFCE) [10]. It finds the consensus
of the statistical decision over multiple parcellations of the
brain volume. The method works as follows:

1) Build brain parcellations: RPBI uses data resampling
(bootstrap) to find B parcellations. Each parcellation
is built using a Ward agglomerative clustering algo-
rithm [5] on the resampled data.

2) Perform standard analysis: Statistical analysis is per-
formed on each parcellation, yielding one statistical
value per parcel, further binarized by comparison to a
statistical threshold ¢.

3) Compute the RPBI statistics: We form the voxel-based
sum of binary variables testing obtained at the previous
step: note that each voxel inherits the values of the
parcels it was assigned to.

4) Permutation test: RPBI statistics are compared to
their permutation distribution to control the family-wise
error rate (FWER) at the level of voxels.

Formally, let C be the set of parcellations, and V be the set of
voxels under consideration. Given a voxel v and a parcellation
C, the parcel-based thresholding function 6, is defined as:

1 F(®c(v)) >t,
0 otherwise.

0 (v, C) = { 2
where & : V — C is a mapping function that associates
each voxel v with a parcel from the parcellation C. For a
predefined test, F' returns the ['-statistic associated with the
average signal of a given parcels (other statistics are also
possible). Finally, the aggregating statistic at a voxel v is given
by the counting function Kj:

Ki(v,C) =Y 0:(v,C). 3)

ceC

K(v,C) represents the number of times a voxel v was
part of a parcel associated with a statistical value larger than
t across the folds of the analysis conducted on the set of
parcellations C. The parameter ¢ is arbitrary, but it is typically
set to ensure Bonferroni-corrected control at 0.1 the parcel-
level analyzes.

B. P-value aggregation

There are different schemes to combine non-independent p-
values. They can be organized in two categories: quantile com-
bination methods and order statistic methods. Both approaches
rely on the fact that under the null hypothesis a p-value from an
absolutely continuous test statistic has a uniform distribution
from zero to one [0]. Under this assumption, these methods
can control the FWER.

In [7], Meinshausen et al. propose a way to aggregate p-
values in high dimensional regression settings. This approach
relies on splitting the data into two non-overlapping sets,
namely the train and test sets. On the train set, one uses a

sparse coding algorithm to select the support of active voxels.
Then, the test set is used to find the corresponding p-values.
Bootstrap resampling is then used to remove the dependency
on the splitting. Finally, the different p-values are aggregated
via quantile combination.

ITI. SPEEDING-UP RPBI
A. Using a fast agglomerative clustering

In practice, most of the computation time of RPBI is
related to the construction of the parcellations. To tackle
this, we propose to use the recursive nearest agglomeration
algorithm (ReNA) [8]. This is an agglomerative clustering
algorithm that finds clusters in linear-time. ReNA has shown
similar performance to Ward in a larger number of clustering
settings with impressive speedups. To build the clusters, ReNA
relies on extracting the connected components of a 1-nearest-
neighbor (1-NN) graph. To reach the desired number k of
clusters, it is applied recursively. The algorithm outline is as
follows:

1) To build the graph representation: one uses a
weighted adjacency matrix. The non-zero weights of this
matrix encode the topology of brain images, and the
values denote the similarity between the nodes. Note
that at the first iteration, the nodes correspond to the
voxels.

2) To build the clusters: one has to find the connected
components of the adjacency matrix.

3) To reduce the graph: this is done by removing edges of
the adjacency matrix, and replacing values of the nodes
by the average of the connected components.

Finally, one repeats the previous steps until reaching the
desired number k of clusters.

B. P-value aggregation over multiple parcellations

Our second approach to reduce the computation time of
RPBI consists in adapting the p-values aggregation in high-
dimensional regression to handle parcellations. First, we apply
ReNA on bootstrapped subsamples to generate B randomized
parcellations, each one with k parcels. Then forb=1,..., B:

1) Perform the statistical test at parcel-level.

2) Then, define the adjusted' (non-aggregated) p-values as

b . b )
PR e min(PPk, 1), j=1,...p @

Finally, a p-value for each predictor j = 1,...,p is given
by the y-corrected empirical vy-quantile function, for any fixed
0 < v < 1. This is defined as

Pj<—min(1,q7({P§jjfj/% b:l...,B})), 5)

where ¢,(.) is the (empirical) y-quantile function. For v =
0.5 this estimators boils down to twice the median. Yet, in a
different context [9], the authors use the median to aggregate
p-values.

I'This corresponds to a parcel-level Bonferroni correction.



IV. EXPERIMENTS: EMPIRICAL VERIFICATION

We first checked that the error rate is controlled at the
nominal level for all methods, which is indeed the case. In
this section, we investigate the computation time and recovery
performance of various inference methods. We compare the
execution time and recovery of i) voxel-level group analy-
sis via ordinary least squares (OLS), which is the standard
method in neuroimaging; ii) threshold-free cluster enhance-
ment (TFCE) [10]; iii) RPBI with Ward [4]; iv) RPBI with
ReNA, and v) ReNA aggregation. When clustering is applied,
we set the number k of clusters to 5% of the number p of
voxels>. We set the number B of bootstrap replications to
100. Additionally, for the OLS, RPBI, and TFCE we perform
10000 permutation tests to control the FWER. We set v = 0.5
for the ReNA aggregation. We use Nilearn [11] to handle
neuroimaging data. We rely on ReNA, presented in [8]. We
use FSL [12] for the TFCE algorithm.

A. Datasets

Brainomics/localizer dataset: We use the functional
Magnetic Resonance Imaging (fMRI) data from the functional
localizer dataset [13]. It contains data from 94 participants.
The primary goal of this dataset is to map basic brain
networks, opening up a dataset of healthy subjects for neuro-
scientific studies. All the images were processed using SPM8.
We use for the analysis a calculation versus sentences contrast.

Human Connectome Project (HCP) [/4]: We consider
the HCP (500 release) fMRI language task. This dataset
contains 500 participants (13 removed for quality reasons).
The primary goal of this dataset is network discovery, which
is facilitated by probing experimental task paradigms that are
known to tap on well characterized neural networks [15]. We
profited from the HCP “minimally preprocessed” pipeline [16].
We use for the analysis the language processing (semantic
and phonological processing), and the emotion processing
protocol.

Pseudo-ground truth: We define as ground truth the
thresholded p-value map to keep the 5% of the most active
voxels (p < 1 x 1079). Since we use a voxel-based threshold,
the ground truth may be biased to voxel-based procedures (thus
disadvantaging our method).

We did not use additional smoothing on any dataset.

B. Benchmark of analysis methods: computation time

First, we analyze the computation time of various group-
analysis methods. To build the confidence intervals, we per-
form the analysis on 10 subsamples of 20 subjects each.

Fig. 1 shows the comparison of the computation time of
various inference algorithms. OLS is overall the fastest, with
a computation time 8 times smaller than the mean across
methods. It is followed by ReNA-aggregation. TFCE and
RPBI with ReNA display the same performance (p < 0.05
paired Wilcoxon rank test). RPBI with Ward’s clustering is

2We consider a useful dimension reduction range, k € [%, 1%]. This
regime gives a good trade-off between computational efficiency and data
fidelity [8].

the slowest with a computation time 3 times greater than the
mean across methods. Table I gives a summary of the absolute
wall clock for each method.

Datasets
Msthod Localizer HCP
OLS (permuted) 36 sec 3 min 21 sec
TFCE 7 min 6 sec 23 min 20 sec
RPBI Ward 10 min 30 sec 1h 21 min 30 sec
ReNA + aggregation 44 sec 15 min 34 sec
RPBI ReNA 3 min 36 sec 40 min 19 sec
TABLE T

COMPUTATION TIME OF VARIOUS ANALYSIS METHODS: THE FASTEST
METHOD IS OLS (PERMUTED), FOLLOWED BY THE RENA AGGREGATION.
TFCE AND RPBI WITH RENA HAVE A PERFORMANCE THAT VARIES
ACROSS DATASETS. RPBI WITH WARD IS CONSISTENTLY THE SLOWEST.
NOTE THAT THE COMPUTATION TIME IS OBTAINED USING A SINGLE CPU.

Relative CPU time

76X §x ix 3X 1x 2x
OLS (permuted) I—.':D—Q
TFCE - i-
RPBI + Ward {-m

ReNA + aggreg

RPBI + ReNA

Datasets
@ HCP:Emotions @ Localizer @ HCP:Language

Fig. 1. Comparison of the computation time of various analysis methods:
Relative computation time for different datasets. The values are displayed
relative to the mean over all methods. OLS (permuted) is the fastest,
followed by ReNA aggregation. TFCE and RPBI with ReNA have the same
performance, and display an intermediate computation time. The classical
RPBI with Ward’s clustering is the slowest, by a factor of 3.

C. Recovery

Now, we investigate the performance of several group-
analysis methods to retrieve the reference of the activity
pattern of the population. To do so, we randomly drew 20
subjects and perform our experiment on 10 such different
subsamples. Because of the reduced number of subjects used,
we cannot expect to retrieve the same activation map as in
the pseudo-ground truth (the full-sample analysis) due to a
loss in statistical power. To estimate the recovery, precision-
recall curves are constructed by reporting the proportion of
true positives in the detections (precision) for different levels
of recovery of the ground truth (recall).

Fig. 3 shows that ReNA aggregation has a slightly better
performance than OLS. TFCE fails to recover when the
threshold is liberal, possibly due to its non-local nature. The
same behavior is observed for RPBI on the HCP dataset.
Fig. 2 shows an illustration of activation patterns obtained
via various inference algorithms. TCFE and aggregation-based
methods display a higher sensitivity with respect to OLS. We
can see that the activations from TFCE and RPBI maps are
similar and wider than others methods, whereas OLS is much
more conservative. ReNA aggregation displays an intermediate
behavior.



OLS (permuted) TFCE RPBI Ward

ReNA + aggregation RPBI ReNA

Reference

Fig. 2. Qualitative comparison of the results obtained with various analysis methods: One-sample test in one subgroup of subjects. The displayed maps
correspond to the negative log p-value associated with a non-zero intercept test on calculations vs sentences fMRI contrast from the localizer dataset. The
subgroup maps are thresholded at —log;op = 1.3 FWER corrected, and the reference at —log p = 12. The permuted OLS displays smaller supra-threshold
clusters. ReNA aggregation detects more voxels than OLS, yet is more conservative than RPBI and TFCE. RPBI method with ReNA and Ward’s clustering

find activation patterns that are similar to the ground truth.
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Fig. 3. Recovery of various analysis methods: Precision-recall curves across
10 subsamples containing 20 subsamples. This curve is built by thresholding
the reference map at several arbitrary levels.

V. DISCUSSION: USE FAST CLUSTERING

Our validation over several datasets (two shown here)
indicate that ReNA aggregation slightly improves the sensi-
tivity over OLS. Yet, in most of the experiments RPBI and
TFCE display better performance. Regarding the computation
time, the use of ReNA consistently yields faster inference
algorithms. It reduces the computation time of RPBI by
a factor 3 with respect to Ward, while keeping a similar
performance. The ReNA aggregation displays a conservative
behavior. Nevertheless, we think that the aggregation over
multiple parcellations is a direction of research that needs
further investigation, and can lead to a better understanding
of RPBI-like algorithms.
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