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Abstract. This paper presents a method of lip print comparison and recognition. 

In the first stage the appropriate lip print features are extracted. Lip prints can 

be captured by police departments. Traces from lips may also found at a crime 

scene.  The approach uses the well known DTW algorithm and Copeland vote 

counting method. Tests were conducted on 120 lip print images. The results ob-

tained are very promising and suggest that the proposed recognition method can 

be introduced into professional forensic identification systems. 

Keywords: lip print, matching, voting, image pre-processing, DTW, Cope-
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1 Introduction 

Today we now know that not only fingerprints, footprints or pistol bullets with their 

ballistic traits, but also hair, voice, blood and the fibers from clothes can be treated as 

criminal identifiers. Some of identifiers mentioned above are captured by police tech-

nicians directly from crime scenes. Latent lip prints can be also successfully collected 

[9, 10, 11, 13]. If properly captured and examined, the material left at a crime scene 

can contain useful data leading to personal identification. The factual materials col-

lected can be successfully analyzed and recognized by the police or by medical pro-

fessionals. Last year, a new type of identification trait was included in the practical 

repertoire of the police and the judiciary: the lip print. Lip prints are the impressions 

of human lips left on objects such as drinking glasses, cigarettes, drink containers and 

aluminum foils. The serious study of human lips as a means of personal identification 

was publicized in the 1970’s by two Japanese scientists – Yasuo Tsuchihasi and Ka-

zuo Suzuki [2, 3,4].  The forensic investigation techniques in which human lip prints 

are analyzed are called a cheiloscopy [1,3]. The area of interest focused on by cheilo-

scopy is the system of furrows (lines, bifurcations bridges, dots, crossings and other 

marks) on the red part of human lips [1,2,3]. The uniqueness of lip prints makes 

cheiloscopy especially effective whenever appropriate evidence, such as lipstick blot 

marks, cups, glasses or even envelopes, is discovered at a crime scene. Even though 

lip print analysis is not substantially developed, this new form of identification is 

slowly becoming accepted and being introduced into practice all over the world. 

Nowadays, technique of lip print image analysis can be used for human identification, 

for example when a post mortem identification is needed [10]. It should be empha-



sized that cheiloscopy has already been successfully used as an evidence in lawsuits 

[12, 13]. Unfortunately, use of the lip prints in criminal cases is often limited because 

the credibility of lip prints has not been firmly established in many courts. It should 

be mentioned here that a literature review shows that there are already a small number 

of works in which lip print technology (acquisition, automatic capture, analysis and 

recognition) have been mathematically described or practically utilized. Lip prints of 

a person are unique and are quite similar to finger imprints. Additionally, similar to 

fingerprint patterns, lip prints possess the following specific properties: permanence, 

indestructibility and uniqueness [1,2,3]. Lip prints are determined by one’s genotype, 

and are therefore unique and stable throughout the life of a human being.  In the solu-

tion preferred by forensic laboratories, lip imprints are captured using special police 

materials (white paper, a special cream and a magnetic powder). This technique is 

also preferred by police researchers. Here, in the first step, the lip print is rendered 

onto a durable surface using a fingerprint powder (a different type of powder can be 

used depending on the surface type). Special backing tapes or specialized papers 

(cards) can be used as a background surface. The image, thus developed, is then con-

verted into a digital image by a scanner. This is the method of capture that we utilized 

during our investigations, as it allows for the lip images to capture more precise tex-

tures. These techniques have been described in a number of papers [2, 6-13]. The 

recognition results reported in the aforementioned papers have now been significantly 

improved. 

2 Lip print pre-processing 

For the proper preservation of evidence, lip imprints should be carefully captured and 

then copied to appropriate materials by means of a special cream and a magnetic 

powder. The process of capturing an image of the lips starts from one corner of the 

mouth and ends at the opposite site of the mouth, thus all the details of the lips being 

copied onto a surface. In successful prints, the lines on the lips must be recognizable, 

not smudged, neither too light nor too dark, and the entire upper and lower lip must be 

visible.  In the next step, this trace needs to be digitalized because a digital lip print 

preparation is absolutely necessary for the subsequent techniques. Lip imprints often 

have many artefacts: fragments of skin, hairs and others, all of which generate un-

wanted noise. For this reason, the lip print image, I, should be enhanced and all of its 

artefacts removed. Many lip print feature extraction algorithms have been reported in 

the literature [1, 6-13]. In this paper, a new approach to lip print extraction and analy-

sis is presented. The proposed method includes introduction of a sequence involving 

image normalization, lip pattern identification and feature extraction. The normaliza-

tion procedure allows for the standardization of lip print images; it involves a horizon-

tal alignment and then the separation of the image into the upper and lower lip. Lip 

pattern extraction separates the furrows from their background, thus forming the lip 

pattern. The main goal of the feature extraction is to convert the lip pattern image into 

projections (specialized histograms) which can then be compared using the DTW 

algorithm [5]. 



2.1 Image normalization 

In the first stage, after obtaining the original lip image I of dimension M N , its 

histogram is stretched, thus a new image, newI , is obtained.  

Let 
1{ }M N

i iI p 

  be a set of pixel values 
ip  which form the image I ,and 

( , ) {0,..., }ip I x y L  . Given this, the histogram stretching operation is performed 

via a simple mathematical operation:   

 
255

( , ) ( ( , ) min)
max min

newI x y I x y 


, (1) 

where: 

min = minimum value of  the elements in the set I , 

max = maximum value of the elements in the set I . 

 

After stretching all source images are gray-scale images, black pixels have as-

signed a value of 0 and white pixels – a value of 255. Other pixels take intermediate 

values. The process of determining the lip area in a lip print image consists of several 

steps (Fig. 1). In the first step, the background of the original image should be re-

moved. This can be performed by the following operation: 

 
*

255    ( , ) 180
( , )

( , )

new

new

for I x y
I x y

I x y otherwise

 
 


. (2) 

So pixels with a value greater than a threshold level (180) are converted into the 

colour white, while the remaining pixel values remain unchanged (Fig.1a). Next, a 

median filter with a 7×7 mask  is used to blur the image *I  (Fig.1b). The median filter 

has been chosen as it is much better at preserving sharp edges than a mean filter. This 

blurring operation forms the image **I . In the last step, a binary image is prepared. 

The process of forming a binary image is: 

 

**0    ( , ) 255
( , )

1
BIN

for I x y
I x y

otherwise

 
 


  . (3) 

The final, binary image is shown as Fig. 1c. 

 

 a)  b)  c)  

Fig. 1. Steps of lip area detection: a) the image after evaluating pixels against a threshold, b) 

after blurring, c) the detected lip area. 

The upper and lower lip separation is determined by a curve that runs through the 

centre of the space between the lips (Fig. 2a). This designated curve divides the re-

gion of interest of the lip print area into an upper and a lower lip.  



 

  a)       b) 

Fig. 2. Upper and lower lip separation line. 

A straight line equation can be established by means of a linear regression. It 

should be noticed that the normalized image presented in Fig. 2b has been obtained 

from a high quality lip print. In practice, images captured can be of a poor quality – 

especially when the image has been captured as trace directly from a crime scene. For 

such images some intractable artefacts of the background may be difficult to elimi-

nate. This means that the image cropping can not be performed perfectly. This can be 

seen in Fig. 3 in which normalized images are presented. The first image (Fig. 3a) is a 

good quality image, is perfectly normalized and thus leads to a properly cropped im-

print. This image could be, for example, captured in a police department under ideal 

conditions.  

  

 a) 

 

 b) 

 c) 

 

 d) 

Fig. 3. Lip prints of the same person a) perfectly captured, b) the normalized and cropped im-

age, c) lip print with artefacts and d) the imperfect print normalized and cropped. 

2.2 Lip pattern extraction 

In the first stage of lip pattern extraction, the original and directionally normalized lip 

print images are smoothed. This process aims to improve the quality level of the lines 

forming the lip pattern. This smoothing can utilize convolution filtering. In the pro-

posed solution, special smoothing masks have been designed, each of 5×5 pixels. 

These masks are depicted in Fig. 4. Elements of the each mask can take one of two 

binary values, 0 or 1. The white squares (elements) of the mask have the value of 0. 

The mask’s other elements have the binary value of 1. 

 

Fig. 4. Masks used in the lip print image smoothing procedure with their central points. 



Within the image, the masks in Fig. 4 traverse the image from its upper left corner, 

being applied to each pixel of the lip image. It should be noted that no element of the 

mask is placed outside the source lip print image I . To calculate the value of the cen-

tral point of the mask, here marked with a cross, the values of the pixels of the origi-

nal image I covered by the mask are convolved with the mask’s elements.  

Let the eight smoothing masks be denoted as JS , where 1,...,8J  . Then, for each 

position of the mask JS , the value of its central pixel can be calculated: 

 
4 4

0 0

( 2, 2) ( , )J J

a b

p I x a y b S a b
 

      .  (4) 

Because the area of the mask JS  must always be located entirely inside the im-

age I , the procedure (4) begins at the point 2x y  of image I . For each pixel, the 

values Jp  of the mask J are successively calculated via the convolution of each 

mask with the image I . For each pixel, the mask bS with the largest cumulative value 

is selected:  

 argmax{ , 1,...,8}J

J

b p J  .  (5) 

The value / 5bp  now replaces the appropriate element of the image ( , )I x y . 

The convolution procedure (4) is repeated for each pixel of the image I over the 

range [2, 2]x M   and [2, 2]y N  . The effect of the image smoothing within the 

region of interest is shown in Fig. 5b. To compare the results obtained, fragments of 

the selected images are shown both before and after the smoothing procedure.  

 a)     b) 

Fig. 5. The result of lip prints smoothing: a) a fragment of a lip print before smoothing, b) the 

same fragment after smoothing. 

In the second stage, the top-hat transformation is applied to the lip print image. 

This transformation extracts highlights (the small elements and details in a given im-

age). In practice, the image is processed by each structural element and the processed 

image then subtracted from the original image. In the proposed approach, flat, disk-

shaped structural elements were applied [9]. The purpose of this procedure is to em-

phasize the lines of the lip pattern and to separate them from their background. To 

increase the effectiveness of this algorithm, this transformation was applied twice 

using two different sizes of structural masks. Two masks were used: a 5×5 mask to 

highlight thin lines (of up to 3 pixels); and an 11×11 mask to highlight the thick lines 

(of more than 3 pixels). The effects of these operations are depicted in Fig. 6a and 6b. 

After the top-hat (T-H) transformation, the image T HI   is obtained. 



 a)    b) 

Fig. 6. Fragment of the lip print after the top-hat transformation: a) the thin lines emphasised 

(the 5×5 mask), b) the thick lines emphasised (the 11×11 mask). 

In the subsequent stage of the lip pattern extraction process, the image is converted 

into a binary representation. This procedure involves the application of a formula (6) 

to each of the two images resulting from the top-hat transformation. For the image 

with the thin lines emphasised, the conversion threshold value was set to be 15t  , 

while for the thick line image this parameter became 100t  .  

 
1 for ( , )

( , )
0 for ( , )

T H

BIN T H

I x y t
I x y

I x y t





 
 


  . (6) 

The effect of the conversion of the lip print image into a binary representation is 

seen in Fig. 7. 

  a)    b) 

Fig. 7. Fragment of the lip print converted into a binary representation: (a) the thin lines em-

phasised (threshold of 15), (b) the thick lines emphasised (threshold of 100). 

In the last stage, the sub-images of the thin and thick lines are combined into one 

single image, and this unified image is de-noised. For the noise reduction, appropriate 

7×7 dimensional masks have been designed. Each of the 20 different masks is de-

picted in Fig. 8. Each mask, JM , where 1,...,20J  , consists of a different number of 

elements ie  as indicated on Fig. 8. The two masks 6M  and 11M  consist of 

5 11 5e e   elements. Each of the other masks has 7 elements. Each element of each 

mask can take any value because these values are not important. Only the direction of 

the mask’s elements needs to be considered. To simplify the mathematical formulas, 

the elements Je  of each mask JM  can take the value of 1. Thus, both, the image BINI  

and the masks JM , have binary representation. Thus, each element of each mask JM  

nominates corresponding pixels from the source image BINI  to be counted.  
M1 M2 M3 M4 M5 M6 M7 M8 M9 M10

M11 M12 M13 M14 M15 M16 M17 M18 M19 M20

 

Fig. 8. Masks used for de-noising the binary image. 



The 
JM  masks are applied to each of the pixels of the source binary image

BINI . 

Similarly to the previous masks, they are shifted from the left to the right and from the 

top of the lip print image
BINI downwards. For each given mask, the black pixels of the 

image 
BINI  that lie underneath the mask are counted.  This process can be described 

more formally: 

 
6 6

0 0

( 3, 3) ( , )J BIN J

a b

p I x a y b M a b
 

      . (7) 

If the number  
Jp  of the black pixels of the image 

BINI  associated with the number 

of elements in the mask 
JM  satisfies the condition 

J Jp e  then the analyzed pixel of 

the image ( , )BINI x y  is converted to white. Otherwise the value of the pixel remains 

unchanged. The exemplary effects of this noise reduction method are shown in Fig. 9. 

 

Fig. 9. Lip print image after the lip pattern extraction process. 

3 The DTW-based comparison of lip imprints  

This process relies on a feature analysis and consists of determining the vertical, hori-

zontal and diagonal projections of the lip pattern image. These projections create a 

special type of histograms. 

 Let the monochrome image I  of dimension M N , consist of pixels
ip : 

 
1{ }M N

i iI p 

 , where ( , ) [0,1]ip I x y   . (8) 

Let there be a set of projections: 

A)   
00 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l     , 

 :cl y c ,  1,...,c N , (9) 

B)    
090 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l     , 

 :cl x c ,   1,...,c M  (10) 

C)    
045 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l      , 

 :cl y x c   ,   2 21,...,c M N  
 

 , (11) 

D)    
045 {( , ) : ( , ) 1 ( , ) }c cH card x y I I x y I x y l      , 

 :cl y x c  ,    2 21,...,c M N  
 

, (12) 

where cl is an appropriate straight line equation.  



The directional projections of the example lip print image are shown in Fig. 10. 

 

a) b) 

Fig. 10. Projections (histograms) obtained from an example lip pattern: (a) vertical and hori-

zontal projections, (b) diagonal projections at angles of +45° and -45°. 

Each projection shows the number of black pixels that lie perpendicular to each 

axis direction: horizontal, vertical, and oblique at o45 . In order to evaluate the simi-

larity between any two lip images, an appropriate measure of similarity needs to be 

defined. For image retrieval systems a variety of similarity measures and coefficients 

have been reported.  It is known that the choice of similarity measure is related to the 

variability of the images within the same class. The method detailed in this paper 

demonstrates that similarity can be determined directly from the histograms produced. 

These histograms form discrete sequences composed of the histogram’s elements a

cH . 

Hence, the conformity of any two images can be determined by applying the DTW 

method. This approach was described in detail and successfully applied in a previous 

paper [7,9]. For the two images that are to be compared, first their histograms are 

generated. Each histogram can be treated as a series of numbers N+. In the first step, 

the local cost matrix C of the alignment of the two sequences A and B is formed: 

 N :M N

ij i jC c a b

    and ia A , ib B , 1,...,i M , 1...,j N  (13) 

Many different alignment paths can be created over matrix’s points, from 11c  

to MNc . The algorithm being summarized here finds the alignment path that runs 

through the low-cost areas of the cost matrix: see Fig. 11. The path with the minimal 

alignment cost will be referred to as the optimal alignment path. Let this path be de-

noted as L . Then: 

 
1

( , ) : 0
L

ij ij

l

cost A B c c


  . (14) 

In other words, the similarity of two images can be defined as their appropriate his-

tograms’ matching cost. If the matching cost is lower, then the images are more simi-

lar. This procedure is performed for each type of projection (histogram) collected. For 

the two images being compared four costs values are computed. The costs obtained 

are then summarized and their average values calculated. The best DTW paths match-

ing projections from two different sample lip prints are graphically depicted in Fig.11. 



 a)  b)  c) d) 

Fig. 11. Comparison of lip pattern projections using a DTW methodology: (a) oblique at +45°, 

(b) oblique at -45°, (c) horizontal, (d) vertical. 

This biometric recognition system has been tested in a closed set of trials by the 

evaluation of the CMC curves. In our case, for proposed database, ERR factor 

achieved value EER=~21%. The results obtained are presented in the chart of Fig. 12. 

Precise details of the methodology just described can be found in previously pub-

lished work [9]. 

 

Fig. 12. The CMC curve with approximated 1-ERR point. 

It should be noted that lip recognition systems have not yet been properly and seri-

ously investigated thus the literature on this topic is still very poor. For this reason, 

the results announced here must be regarded as good. Unfortunately, from a modern 

identification system’s point of view, the recognition level achieved is still insuffi-

cient. For this reason, a modification of presented technique of image comparison has 

been introduced. 

3.1 Modification of the basic method 

Instead of summarizing and calculating the average matching cost of all collected 

histograms, each matching cost value can be individually analysed to build a rank list, 

which gives 8 rank lists for each lip print – 4 for upper lip, and 4 for lower lip. In the 

new approach three methods of building rank lists were analyzed: 

 Class score is equal to the lowest (best) matching cost among class’ samples. 

 Class score is equal to the highest (worst) matching cost among class’ samples. 

 Class score is equal to the average matching cost of all class’ samples. 



According to other investigations reported [13,14] it is possible to utilize vote 

counting methods for rank level fusion of biometric data, so the rank lists based on 

matching cost of each of the 8 histograms are used as a voting ballots to elect a Con-

dorcet winner in a single round of voting performed using the Copeland’s method as a 

vote counting algorithm. 

Basic description of the Copeland vote counting method.  

Let are 3 classifiers and 4 known objects (A, B, C and D), stored in the database.  A 

new object newO  should be classified. Each of the classifiers iC , 1,2,3i   separately 

points out the list,  sorted in descending order, of objects from the database according 

to their similarity { ( , ),.... ( , )}i new newM sim O A sim O D  to the object newO  . This idea 

is presented on  Fig. 13a.  In the next stage classifiers return the sorted, with descend-

ing order, database objects which are most similar to the object newO . 

Class M 1 M 2 M 3  C 1  C 2  C 3 

A 0,8 0,6 0,7  A  B  C 

B 0,6 0,8 0,4  B  A  A 

C 0,1 0,1 0,9  D  D  B 

D 0,5 0,2 0,1  C  C  D 

a) 
Pair Winner Looser Ratio      

A, B A B 2:1  Class Victories Defeats Points 

A, C A C 2:1  A 3 0 3 

A, D A D 3:0  B 2 1 1 

B, C B C 2:1  D 1 2 -1 

B, D B D 3:0  C 0 3 -3 

C, D D C 2:1      

b) 
Fig. 13. Principles of the rank list creation process (a) and  pair-wise contest Condorcet’s vote 

counting method (b) 

In the next step a list of all possible pairs (combinations without repetitions) of 

classes is created (Fig. 13b). Class which has a higher position in most rank lists gains 

a point. Class which has a lower position looses a point. If there is a tie no points are 

granted. This, so-called pair wise contest, is illustrated on Fig. 13b. The last step is 

sorting the classes list according to points they gained in the pair-wise contest. 

Voting and rank technique.  

As in previous case the tests were performed using the histograms and DTW method 

on a closed set of samples using CMC curves, and estimation of EER. Recognition 

accuracy of this method was significantly improved, Fig. 14 shows that the best re-

sults were achieved when voting and rank lists based on average matching cost across 

the class (ERR=~11,5%) were applied. The second best result was performed for 

voting on rank list based on a worst class representative (sample with highest match-

ing cost across the class) with ERR=~13% and the worst results among voting trials 

were achieved when using samples with lowest matching cost as a class representa-

tives (ERR=~17,5%) but it was anyways a better result than when ordering classes on 

a base of an average DTW matching cost. 



 

Fig. 14. CMC curves for modified algorithm. 

One thing worth noticing is the fact, that the basic DTW method and voting using 

best (minimal matching cost) class representatives have probability of identification 

of 100% at rank 9, when using voting with worst (maximal matching cost) class rep-

resentative probability of identification of 100% is reached at rank 10 and when using 

class-average matching cost probability of identification of 100% is reached at rank 

11. 

4 The results obtained 

A recognition technique measures some properties of an individual and stores that 

information as a template. This procedure is repeated for a number of individuals, and 

a database of templates is formed. We then need an identification technique to cor-

rectly discriminate between individuals. Two such techniques have been presented in 

this paper. In the study described here, 120 lip prints from 30 individuals (4 lip prints 

per person) were examined. These prints were entered into the database. Next, in a 

round-robin type procedure, one image was removed from the database and this ex-

tracted image was compared with all the remaining images in the database. From this 

dataset we used similarity scores (8 per one individual). As the voting results does not 

contain any score, just an order is important so it is not possible to introduce any 

threshold value to draw a ROC curves for identification in an open set environment, 

so the methods’ efficiency was compared in a closed set environment using cumula-

tive match characteristic curves (Fig. 14), where possibility of identification (PoI) and 

rank are defined as: 

100%TPPoI
TP FP

 
   

 and   1rank FP                         (15) 

 

where: TP – true positive match and  FP – false positive match. 



5 Conclusions 

The results of experiments demonstrate that presented here model of biometric system 

and a new kind of similarity scores give a good lip print recognition level. As simi-

larity scores the DTW together with Copeland voting technique have been applied. 

The process for collecting lip prints was the same procedure as that used in forensic 

laboratories for collecting lip prints from suspects. First, latent lip prints were collect-

ed on paper using a cheiloscopic stamp. The visible lip prints were then scanned and 

converted into grayscale images with a resolution of 300 dpi. Proposed studies make 

it clear that if lip features are appropriately captured, the lip print might become an 

important tool for identification. For example, this procedure can be applied during 

forensic investigations (post mortems, at crime scenes, in relation to medicine, etc.).  
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