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Abstract. We present a parallel algorithm and its implementation that computes
lower and upper bounds for prices of Bermudan swaptions. The evolving of the
underlying forward rates is assumed to follow the extended multi-factor LIBOR
market model. We follow the Longstaff-Schwartz least-squares approach in com-
puting a lower bound and the Andersen-Broadie duality-based procedure in com-
puting an upper bound. Parallelisation in the implementation is achieved through
POSIX threading. High-performance Intel MKL functions are used for regres-
sion and linear algebra operations. The parallel implementation was tested using
Bermudan swaptions with different parameters on Intel multi-core machines. In
all the tests the parallel program produced close results to those reported in the
previous studies. Signif cant speedups were observed against an eff cient sequen-
tial implementation built for comparison.

Keywords: Parallel computing; Bermudan swaption pricing; LIBORmarket model;
Monte Carlo simulation

1 Introduction

An interest rate swap is an agreement between two parties to exchange cash f ows equal
to interest at a pre-determined f xed rate on a notional principal for cash f ows equal to
interest at a f oating rate on the same principal for a pre-determined number of years.
The exchanges of cash f ows take place on pre-scheduled dates which usually span
equal length of periods known as the accrual period, often three or six months. The
f oating rate in most interest rate swaps is the LIBOR (London Interbank Offered Rate)
rate. The party who pays out f xed-rate interests and receives f oating-rate interests is
known as the f xed payer of the swap. A Bermudan swaption is an option which gives
the holder the right to enter an interest rate swap at each date in a series of exercise
dates, provided this right has not been exercised before. Bermudan swaptions are one
of the most important and widely traded derivatives in f xed-income markets.

The LIBOR market model framework [4, 9, 11] and its extensions [2] are often used
to compute the prices of Bermudan swaptions. Due to its large number of state variables,
James J. Park et al. (Eds.): NPC 2012, LNCS 7513, pp. 000-000, 2012. 
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lattice-based methods are not feasible for this model class, and the pricing generally re-
quires Monte Carlo simulations. To make Monte Carlo simulation be able to handle the
built-in early exercise feature in Bermudan-style options Longstaff and Schwartz [10]
proposed the least-squares Monte Carlo approach, which determines the early exercise
boundary through linear regressions. Prices for Bermudan options computed using this
regression-based method are biased low to the true values, because the exercise strate-
gies generated by the regressions are inferior to the optimal ones. For upper bounds on
Bermudan options Andersen and Broadie [3] proposed a Monte Carlo algorithm that
uses the duality representation of the options’ value function. Combining the low- and
high-biased pricing algorithms gives valid conf dence intervals for the true price of a
Bermudan swaption.

However, the lower and upper bound pricing algorithms are computationally de-
manding. The upper bound algorithm requires nested simulations. To accelerate the
algorithms we developed parallel solutions to the Longstaff-Schwartz method for lower
bound and the Andersen-Broadie method for upper bound, and applied them to the
pricing of Bermudan swaptions in the extended multi-factor LIBOR market model.
The parallel algorithms are designed to work on shared-memory x86 multi-core pro-
cessors that dominate today’s PC markets. The parallelisation was achieved through
f ne-tuned POSIX threads. Mathematical functions from Intel’s highly optimised Math
Kernel Library (MKL) [7, 8] were used for linear algebra operations. Various source
code optimisations, such as common sub-expression elimination, were hard coded into
the programs. The parallel implementation was tested on common Intel multi-core pro-
cessors using the same examples as in [3]. The longest execution time was found in the
valuation of the 8% f xed rate 11-year contract. On the quad-core 3.4GHz Intel Core
i7-2600 used in the tests it took about eleven seconds to f nd the swaption’s lower and
upper bound prices using eight threads.

In Section 2 we brief y discuss the extendedmulti-factor LIBORmarket model. The
lower and upper bound estimations for Bermudan swaptions are discussed in Section 3.
The parallel algorithm is presented in Section 4. Experimental results are reported in
Section 5. Conclusions are summarised in Section 6.

2 Model setup

Def ne an increasing maturity structure 0 = t0 < t1 < t2, . . . , < tK and time ti
price P (ti, tj) of a zero-coupon bond paying off $1 at time tj for i ≤ j and i, j ∈
{0, 1, 2, . . . , K}. The LIBOR market model in general does not put any restriction on
the increasing maturity structure, but our implementation assumed that any two suc-
cessive time spots in the structure span an equidistant accrual period, often three or
six months in practice. While the function P (, ) can be def ned on any time spots not
necessarily coinciding with the dates in the maturity structure, we def ne it on dates in
the maturity structure to simplify the problem and, thus, to serve the purpose of our
implementation. The discrete forward rate Ftj (ti) for any ti and tj when i ≤ j and
i, j ∈ {0, 1, 2, . . . , K−1} that applies to period between tj and tj+1 observed at time ti
is def ned as



Ftj (ti) = Fj(i) =
1

δj

(

P (ti, tj)

P (ti, tj+1)
− 1

)

, δj = tj+1 − tj (1)

With this def nition for forward rates, the def nition for P (ti, tj) can be written as

P (ti, tj) = P (i, j) =

j−1
∏

k=i

(

1

1 + δkFk(i)

)

, i ≤ j, i, j ∈ {0, 1, 2, . . . , K} (2)

Note that in Equation (2) the production is performed up to time tj−1, because
the forward rate Fj−1(i) applies to the period from time tj−1 to time tj . In the ex-
tended LIBOR market model [2], knowing the initial forward rates Fj(0) for all j ∈
{0, 1, 2, . . . , K − 1} forward rates observed at future times can be approximated by

F̂j(i+1)= F̂j(i) exp

(

ϕ(F̂j(i))

F̂j(i)
λ
T
j (i)

[(

ûj(i)−
1

2

ϕ(F̂j(i))

F̂j(i)
λj(i)

)

∆i + ǫi

√

∆i

])

(3)
Equation (3) is obtained by applying Euler scheme to the dynamics of the forward rate
in continuous time. For the equation to hold we have the obvious condition i+1 ≤ j ≤
K − 1. Function ϕ(.) in the equation is the skew function, λj(i) is them-dimensional
volatility vector, and ûj(i) is them-dimensional drift vector def ned as

ûj(i) =

j
∑

k=i+1

λk(i)
δkϕ(F̂k(i))

1 + δkF̂k(i)
(4)

The ǫi in Equation (3) is a m-dimensional vector of independent standard Gaussian
variables and∆i = ti+1 − ti. Using Equation (3) with Monte Carlo simulation paths of
forward rates can be generated. The equation guarantees the generated rates are positive.
It should be pointed out that 1) in computing the drift term ûj(i) the summation starts
from time ti+1, thus excluding the term λi(i)δiϕ(F̂i(i))/(1 + δiF̂i(i)), and 2) the same
m-dimensional vector ǫi applies to the generation of all forward rates Fj(i+1) for
j = i+1, i+2, . . . , K−1 from Fj(i).

A Bermudan swaption gives the holder the right of exercising to enter a swap agree-
ment in which the holder pays f xed cashf ows θδj−1 at time tj for j = s+1, s+2, . . . , e,
in exchange for LIBOR on a $1 notional, assuming ts being the f rst exercise date and
te being the last payment date. Payments for periods between tj and tj+1 are exchanged
at time tj+1 (paid in arrears). A Bermudan swaption is characterised by three dates: the
lockout date ts, the last exercise date tx and the f nal swap maturity te. Our implemen-
tation assumed that all these three dates coincide with dates in the maturity structure
and ts ≤ tx = te−1 = tK−1, that is, the last exercise date tx is the second last date in
the maturity structure and the swap matures at time tK . A Bermudan swaption charac-
terised by ts, tx and te (assuming te = tx+1), can be exercised once at any time between
ts and tx. The f rst payments are exchanged at time ts+1, and the last at time te = tx+1.

For such a Bermudan swaption exercised at tj for j ∈ {s, s+1, . . . , x = e−1} we
def ne a strictly positive process B(ti, tj) for i ≤ j as



B(ti, tj) = B(i, j) =
x
∑

k=j

δkP (i, k+1) (5)

The par-rateR(ti, tj) observed at time ti if the swaption is exercised at time tj assuming
the swap maturing at time te = tx+1 is

R(ti, tj) = R(i, j) =
P (i, j)− P (i, x+1)

B(i, j)
(6)

This rate is also known as the swap rate at time ti that makes the payoff of the swap
exercised at time tj and maturing at time te = tx+1 equal to zero, thus, being fair to
both the parties. With the above def nitions the payoff S(tj) of the swaption exercised
at time tj for the f xed payer is

S(tj) = S(j) = B(j, j)(R(j, j) − θ)+ = B(j, j)

(

1− P (j, x+1)

B(j, j)
− θ

)+

(7)

where θ is the f xed coupon rate. The time 0 value of this payoff S(j) received at
exercise time tj is P (0, j)S(j).

Equippedwith the above-mentioned def nitionsMonte Carlo simulation can be used
to evaluate lower and upper bounds for prices of Bermudan swaptions in an extended
m-factor LIBOR market model.

3 Lower and upper bounds for Bermudan swaption

Use Q0 to denote the fair time 0 price of a Bermudan swaption. The price equals to the
discounted payoff of the swaption if it is exercised at an optimal exercise time between
ts and tx. Using ℵ to denote the set {ts, ts+1, . . . , tx} of exercise times,Q0 is computed
by

Q0 = sup
τ∈ℵ

E
Q (P (0, τ)S(τ)) (8)

where E
Q denotes the expectation under the spot measure (see [2] for more details

about the spot measure), S(τ) is the payoff to the f xed payer if exercise takes place at
time τ and P (0, τ) discounts the payoff to time 0. If τ∗ is the optimal exercise strategy
that solves Equation (8) the task of computingQ0 is down to f nding τ∗.

With Monte Carlo simulation various methods have been proposed to approximate
the optimal exercise strategy τ∗. Andersen [1] used an optimisation procedure to deter-
mine the exercise boundary. Sided with the work in [6], we applied the regression-based
Longstaff-Schwartz method [10] in searching for the approximations. This method
computes low-biased price L0 = E

Q(P (0, τ)S(τ)) ≤ Q0 for a Bermudan swaption.
Knowing the initial forward curve, we f rst simulateNR paths of forward rates, over

which an exercise strategy is computed. On a particular path at an exercise time tj for
j ∈ ℵ we use a constant c, the swap rate R(j, j) observed at time tj if exercise takes



place at that time, R(j, j)2 and R(j, j)3 as basis functions for the regression. After the
strategy generation we launch another group ofNL paths with anNL ≫ NR. The lower
bound L0 is estimated over these NL paths based on the strategy.

The upper bound U0 is computed by the simulation-based algorithm [3] proposed
by Andersen and Broadie. The sub-optimality checking discussed in [5] was integrated
into our implementation. The upper bound U0 is set as the sum of the lower bound
L0 and a penalty term ∆0. We launch NH simulated paths to compute ∆0 as ∆0 =
E
Q(maxτ∈ℵ(P (0, τ)S(τ)−πτ )). On any simulated path, at time ti the computation for

∆i takes place only if exercise is suggested by the exercise strategy. The computation
follows one of the two procedures.

1. If time ti is the f rst exercise time on the path at which exercise is suggested, πi is
set as πi = P (0, i)S(i), the discounted payoff from the exercise. We then launch
NS inner simulation trials to estimate the swaption’s discounted continuation value
P (0, i)Qi = E

Q(P (0, j)S(j)) where tj ∈ {ti+1, ti+2, . . . , tx} is the f rst exercise
time instance at which exercise is suggested after time ti. The penalty term ∆i is
initialised as 0.

2. If, otherwise, time ti is not the f rst exercise time on the path at which exercise
is suggested, we set πi = πl + P (0, i)S(i) − P (0, l)Ql, where tl is the previous
exercise time on the path at which exercise is suggested. By the time when πi is
computed the values of πl and P (0, l)Ql are already available. We then launch
NS inner simulation trials to estimate P (0, i)Qi = E

Q(P (0, j)S(j)), where tj ∈
{ti+1, ti+2, . . . , tx} is the f rst exercise time instance at which exercise is suggested
after time ti, for later use. The penalty term∆i is set as∆i = P (0, i)S(i)− πi.

Note that the above procedure is deduced from Proposition 4.1 in [5]. Applying
Equation (15) in [5] to a Bermudan swaption, at exercise time ti where exercise is
suggested process πi is def ned as

πi = πi−1 + P (0, i)S(i)− P (0, i−1)Qi−1 (9)

If time ti is the f rst exercise time on a path at which exercise is suggested, according to
Proposition 4.1(1) in [5], πi−1 = P (0, i−1)S(i−1). At an exercise time where contin-
uation is suggested such as time ti−1, the swaption’s payoff is equal to its continuation
value, and, so, we have πi−1 = P (0, i−1)Qi−1. Substitute P (0, i−1)Qi−1 for πi−1 in
Equation (9) we get πi = P (0, i)S(i). The penalty term ∆i = P (0, i)S(i) − πi = 0.
If, however, time ti is an exercise time, but not the f rst one, at which exercise is sug-
gested, according to Proposition 4.1(2), πi−1 = πl − P (0, l)Ql + P (0, i−1)S(i−1),
where time tl is the previous exercise time on the path at which exercise is suggested.
Because at time ti−1 the swaption’s payoff equals to its continuation value, we have
πi−1 = πl −P (0, l)Ql+P (0, i−1)Qi−1. Substitute this expression for πi−1 in Equation
(9) we get πi = πl + P (0, i)S(i) − P (0, l)Ql. Fig. 1 shows an example where inner
simulations are launched at exercise times ts1 and ts4 where exercises are suggested.

If L̂0 is the lower bound estimation overNL simulation trials with a sample standard
deviation ŝL and ∆̂0 is the estimation for the penalty term usingNH trials with a sample
standard deviation ŝ∆, as in [3], a 100(1-α)%-probability conf dence interval (CI) for
the price Q0 of the Bermudan swaption can be computed as



t0 t1 t2 ts ts1 ts2 ts3 ts4 tx te

δ

lockout

πs1
=P (0, s1)S(s1)

simulate for P (0, s1)Qs1

∆s1
=0

πs4
=πs1

+P (0, s4)S(s4)−P (0, s1)Qs1

simulate for P (0, s4)Qs4

∆s4
=P (0, s4)S(s4)−πs4 P (0, x)Qx = 0

Fig. 1: Inner simulation on a constructed forward rate path. Note that time ts1 is the f rst exercise
time instance on the path at which exercise is suggested, and ts4 is the second.

100(1− α)% CI =



L̂0 −
z1−α/2ŝL√

NL

, L̂0 + ∆̂0 + z1−α/2

√

ŝL
2

NL
+

ŝ∆
2

NH



 (10)

with zx denoting the xth percentile of a standard Gaussian distribution.

4 The parallel computing

On a parallel computerwith c processors, the computation forL0 overNL paths and that
for∆0 overNH paths are evenly distributed onto all processors through POSIX threads.
In the generation of random numbers, each individual processor generates a segment for
its own use, skipping a certain amount from the beginning of a random number stream.
Take the ith processor (processor index starting from 0) as an example. In computing
L0 it will generatem(NL/c)(te/δ) standardised normally distributed random numbers,
m being the model factor. This segment starts from the (im(NL/c)(te/δ))th position
of the random stream, assuming a constant accrual period divisible by the f nal swap
maturity. The ith processor will then constructNL/c complete paths and compute a L̂0

over these paths. The L̂0 over allNL paths are obtained by averaging all L̂0s computed
by each of the c processors.

The phase of optimal exercise strategy approximation is not explicitly threaded.
The computation starts from the second last exercise time tx−1 and proceeds backwards
until reaching exercise time instance ts. At each time step payoffs and swap rates on
all in-the-money paths are collected for the least-squares regression. The regression
is performed by Intel’s MKL function LAPACKE dgels. Other MKL functions are
used for linear algebra operations, such as vector-vector multiplication. These MKL
functions by default support threading. During execution they are allowed to use any
processor available in the system.

To minimise execution time of the approximation the necessary preprocessing that
can be parallelised through threading is separated from the backward computationwhere
the collection of the cross-sectional information makes explicit parallelisation diff cult.
The preprocessing includes random number generation, path construction and payoff
calculation. These tasks are parallelised and evenly distributed onto all processors.

A path of forward rates conceptually is a two-dimensional structure. To save stor-
age space in memory we map it onto an one-dimensional array. Fig. 2 illustrates the



t0 t1 t2 t3 t4 t5 t6 = te = 1.5

F0(0) F1(0) F2(0) F3(0) F4(0) F5(0)

F1(1) F2(1) F3(1) F4(1) F5(1)

F2(2) F3(2) F4(2) F5(2)

F3(3) F4(3) F5(3)

F4(4) F5(4)

F5(5)

observing
time
t0

t1

t2

t3

t4

t5

F0(0) . . . F1(1) . . . F2(2) . . . F3(3) . . . F4(4)F5(4)F5(5)

Fig. 2: A single forward rate path and its one-dimensional storage in memory.

mapping using an example where te = 1.5 and δ = 0.25. A mapping function I(i, j) =
∑i−1

k=0(te/δ − k) + (j − i) is designed to return the index position in the array where
rate Fj(i) should be stored. For this function to work we need the obvious constraints
i ≤ j and i, j ∈ {t0, t1, . . . , tx = te−1}.

When generating a forward rate using Equation (3), in computing the drift function
û, repetitive evaluation of common sub-expressions should be avoided. For example,
in generating F̂3(3) drift function û3(2) needs to be evaluated according to Equation
(4). Let Dj(i) denote the term inside the summation in Equation (4), that is, Dj(i) =

λj(i)(δjϕ(F̂j(i)))/(1 + δjF̂j(i)). Using this notation we have û3(2) = D3(3). Now,
when F̂4(3) is computed from F̂4(2), drift function û4(2) = D3(3)+D4(3) needs to be
evaluated. However, by this timeD3(3) has already been computed in the generation of
F̂3(3), and, so, its value should not be evaluated again. In our implementation, whenever
F̂i+1(i+1) is computed we have a buffer initialised for drift function ûi+1(i) = Di+1(i+
1). Next, when generating F̂j(i+1) for tj ∈ {ti+2, ti+3, . . . , tx = te−1} only Dj(i+1)
is computed and its value is added to the accumulated value in the buffer to form the
value for drift function ûj(i). This optimisation signif cantly reduced execution times
of the path generations, especially for the nested simulations in computing the upper
bound penalty term ∆0. The routine in our implementation for computing the payoff
S(j) def ned in Equation (7) not only returns the payoff but also the swap rate R(j, j)
to save the rate being computed separately.

In computing the penalty term ∆0 the inner simulation generates forward rates
based on rates in existing path. For example, if on one of the NH paths at exercise
time ti exercise is suggested, the inner simulation will be launched, which will then
generate NS paths to estimate the discounted continuation value. These NS paths all
originate from the time instance ti on the original path, and so they all have the same
forward rates observed between time t0 and time ti along the original path.

5 Experimental result

The parallel implementation was programed in C/C++. For comparison purpose an ef-
f cient sequential program was also implemented. The NPTL (native POSIX thread



c0 c4 c2 c6

6MB L2 6MB L2

c1 c5 c3 c7

6MB L2 6MB L2

4GB memory modules

(a) Dual-socket E5405s

p0 p4 p1 p5 p2 p6 p3 p7

c0 c1 c2 c3

L2 L2 L2 L2

8MB L3 unif ed

4GB dual channel DDR3-1333

(b) Core i7-2600 (256KB L2)

Fig. 3: Multi-core systems used in tests.

library) 2.12.1 was used for threading. Tests were made on a quad-core 3.4GHz In-
tel Core i7-2600 processor (Fig. 3(b)) and two quad-core 2.0GHz Intel Xeon E5405
processors (Fig. 3(a)). Both the systems ran Ubuntu Linux 10.10 64-bit version. The
binary executables were compiled by Intel’s C/C++ compiler icpc 12.0 for Linux with
-O3 optimisation.

The implementations were tested using Bermudan swaptions under different lock-
outs ts, f nal swap maturities te and f xed coupon rates θ. We used the same examples
as in [3]. In all the tests, forward rates were generated in an extended two-factor LI-
BOR market model according to Equation (3). The parameters were set to the same
values as in [3]: ϕ(x) = x, δ = 0.25, Fj(0) = 0.1 for j ∈ {t0, t1, . . . , tx−1},
and λj(i) = (0.15, 0.15 −

√

0.009(tj − ti)) for i ≤ j. For the simulations we had
NR = 5000, NL = 50000, NH = 750 and NS = 300. The testing results on the Intel
Xeon E5405s are reported in Table 1. The runtimes were measured in seconds as wall
clock times. Data from Table 4 in [3] are included for comparison. In all the tests we
assumed tx = te−1.

From the speedup (SP ) data it can be seen that the parallel program demonstrated
signif cant accelerations against the sequential program. Comparing the data in the last
two columns we can see that the f gures are quite close, although not identical. While
exercise strategies were generated by an optimisation procedure in [3], we generated
them using the regression-based method. In computing L̂0 the work in [3] used anti-
thetic sampling, but we did not use any variance reduction technique.

On the quad-core 3.4GHz Intel Core i7-2600 the same tests were made. For the
11-year contract with 0.08 f xed coupon rate the parallel program f nished the whole
computation in 11.63 seconds and demonstrated 5.2 times speedup against the sequen-
tial program.

6 Conclusions

We have presented a parallel algorithm that computes lower and upper bounds for prices
of Bermudan swaptions under the extended multi-factor LIBOR market model. The
algorithm uses the Longstaff-Schwartz least-squares Monte Carlo method in generating
early exercise boundary for a swaption. This boundary is later used for estimating the
lower and upper bounds. In computing the upper bound we follow the duality-based



Table 1: Lower and upper bounds of Bermudan swaptions and timing results on two quad-core
2.0GHz Intel Xeon E5405s.

ts te θ L̂0 TL ∆̂0 TU TP SP 95% CI 95% CI’
0.25 1.25 0.08 183.6 0.12 0.022 0.23 0.35 2.14 [183.6, 183.6] [183.9, 184.1]
0.25 1.25 0.10 42.3 0.05 0.031 0.12 0.17 2.71 [42.3, 42.3] [43.1, 43.6]
0.25 1.25 0.12 5.2 0.05 0.010 0.11 0.16 2.0 [ 5.2, 5.2] [5.5, 5.7]

1.00 3.00 0.08 341.5 0.13 0.094 0.54 0.67 4.13 [341.5, 341.6] [339.2, 340.6]
1.00 3.00 0.10 126.1 0.09 0.214 0.35 0.44 4.07 [126.1, 126.3] [125.1, 127.2]
1.00 3.00 0.12 36.8 0.14 0.217 0.27 0.41 2.76 [36.8, 37.0] [36.4, 37.6]

1.00 6.00 0.08 751.0 0.33 0.966 3.24 3.57 6.64 [751.0, 752.0] [749.0, 755.2]
1.00 6.00 0.10 315.9 0.36 3.152 1.66 2.02 5.41 [315.8, 319.0] [315.6, 323.5]
1.00 6.00 0.12 130.8 0.35 1.957 0.89 1.23 4.45 [130.8, 132.8] [126.5, 131.6]

1.00 11.00 0.08 1236.5 0.95 11.310 19.02 19.98 7.14 [1236.5, 1247.9] [1245.1, 1269.0]
1.00 11.00 0.10 613.3 1.11 17.619 9.62 10.73 6.29 [613.3, 631.0] [618.4, 645.0]
1.00 11.00 0.12 334.2 1.05 13.022 4.20 5.26 6.70 [334.2, 347.3] [324.7, 345.0]

3.00 6.00 0.08 458.0 0.29 0.218 1.23 1.52 5.17 [458.0, 458.3] [443.6, 446.6]
3.00 6.00 0.10 234.4 0.34 0.403 0.86 1.20 4.53 [234.4, 234.8] [225.5, 229.5]
3.00 6.00 0.12 110.8 0.32 0.776 0.65 0.97 3.90 [110.8, 111.6] [105.9, 109.0]
Notes: The estimations L̂0 and ∆̂0 and the conf dence intervals are reported in basis points. TL is the parallel runtime in

computing L̂0, TU is the parallel runtime in computing ∆̂0, and TP = TL + TU is the total parallel runtime. SP is the

speedup of the parallel implementation in computing L̂0 and ∆̂0 against the sequential implementation running under the

same settings. Data in the last column are copied from the seventh column of Table 4 in [3]. They are included for purpose

of comparison.

procedure proposed by Andersen and Broadie. Sub-optimality checking is incorporated
into the upper bound estimation to reduce its computational cost.

The implementation of the parallel algorithm was tested for its correctness and per-
formance. The implementation works on shared-memory x86 multi-processor systems.
Parallelisation was achieved through explicit POSIX threading, except in the genera-
tion of exercise boundary, in which Intel MKL functions’ threading ability is exploited.
Source code optimisations, such as elimination of common sub-expressions, were ap-
plied to the programs to speedup the simulations. Conceptually two-dimensional for-
ward rate paths are mapped onto one-dimensional arrays in memory to save storage
space. The implementation was tested on Intel multi-core systems. All the tests were
completed by the parallel program in reasonable length of time periods. Signif cant
speedups were observed against an eff cient sequential implementation.
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