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1 Introduction

In cryptography, a pseudo-random function family is a collection of functions
(that can be evaluated efficiently using a secret-key) with the property that
an adversary cannot efficiently observe any significant difference between the
input-output behavior of a random instance of the family or that of a random
function.

More formally, we consider collections of functions {Fn : Kn × Dn →
Rn}n∈N that can be evaluated by a (deterministic) polynomial-time Turing
Machine. We define an adversary as a (non-uniform) probabilistic polynomial-
time oracle Turing machine with either access to:
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– an oracle implementing a function F : Dn → Rn defined by picking uni-
formly at random a secret-key k ∈ Kn such that F (m) = Fn(k,m) for any
m ∈ Dn;

– or an oracle simulating a truly random function F : Dn → Rn (i.e. whose
outputs are sampled uniformly and independently at random).

This adversary can decide which queries to make to the oracle, perhaps based
on answers received to previous queries and eventually, it outputs a single bit
(which is its decision as to which function the oracle is implementing). The
advantage of the adversary is the function of n defined as the difference of the
probabilities (taken over the random choices made by the adversary and the
oracle) that the adversary outputs 1 in the two cases. A collection of functions
{Fn : Kn × Dn → Rn}n∈N is a pseudo-random function family if and only
if no adversary with advantage asymptotically larger than the inverse of a
polynomial exists.

In 1997, Naor and Reingold [16,17] proposed a (candidate) pseudo-random
function family which takes inputs in {0, 1}n (for some parameter n) and
outputs an element in some (multiplicatively written) group G of prime order `
with generator g. The secret key is an n-dimensional vector a = (a1, . . . , an) ∈
((Z/`Z)∗)n and the Naor-Reingold function is defined as:

fa : {0, 1}n −→ G
(x1, . . . , xn) 7−→ fa(x1, . . . , xn) = g

∏n
i=1 a

xi
i mod `

The evaluation of fa is thus efficient1 since it consists only in n modular
multiplications in Z/`Z and one modular exponentiation in G. To lighten the
notation, given an n-dimensional vector a = (a1, . . . , an) ∈ ((Z/`Z)∗)n and a
variable x that will denote indifferently an n-bit string (x1, . . . , xn) ∈ {0, 1}n or
an integer x ∈ {0, 1, . . . , 2n−1} (which implicitly defines (x1, . . . , xn) ∈ {0, 1}n
the bit representation of x with extra leading zeros if necessary), we denote
ax the element in F` defined by ax = ax1

1 · · · axn
n mod `. With this notation,

the Naor-Reingold function is simply defined by fa(x) = ga
x

.

It is shown in [16,17] that the Naor-Reingold function is pseudo-random
provided that certain standard cryptographic assumptions about the hardness
of breaking the Decision Diffie-Hellman assumption holds. In cryptography,
two interesting choices for G are a subgroup of the multiplicative group of a
(prime) finite field and a subgroup of the points of an elliptic curve defined
over a finite field.

Since proving that the Decision Diffie-Hellman assumption holds seems cur-
rently to be out of reach, several number-theoretic properties and complexity
measures have been studied for the Naor-Reingold pseudo-random functions
over finite fields as well as over elliptic curves: distribution (see [14,19] and ref-
erences therein), linear complexity (see [5,6,18,20]) and non-linear complexity

1 More efficient candidates of pseudo-random function families are known, but the Naor-
Reingold function family is among the most efficient ones with strong security guarantees
under a standard computational assumption.
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(see [1]). These results are incomparable but they all support the assumption
of the pseudo-randomness of the Naor-Reingold function.

In order to break the security of the Naor-Reingold function, it would be
sufficient to have a polynomial over a finite field of low degree which reveals
information on the function values. From the known lower bounds on the poly-
nomial interpolation on the discrete logarithm in the groups we considered (e.g.
[4,10–12,15])), it is easy to prove that a low-degree t-variate polynomial can-
not reveal the secret key a when evaluated at fa(x(1)), fa(x(2)), . . . , fa(x(k))
(for integers x(1), . . . , x(k) ∈ {0, 1, . . . , 2n − 1}) for many different vectors a.
However, the security of the Naor-Reingold function would be broken if such
low-degree polynomial revealing a value fa(x(0)) were proved to exist (for some
integer x(0) ∈ {0, 1, . . . , 2n − 1} \ {x(1), . . . , x(k)}).The reduction of the Naor-
Reingold function pseudo-randomness to the Decision Diffie-Hellman problem
uses a so-called hybrid argument and known lower bounds on the polynomial
interpolation on the Diffie-Hellman mapping (e.g. [9,7,13,22])) are not strong
enough to rule out the existence of such polynomials for k > 2.

The present article deals with the polynomial representation of the Naor-
Reingold function over finite fields and elliptic curves and proves lower bounds
on the degree of polynomials which interpolate these functions. Our results are
of the following form: for most secret keys a, if a multivariate polynomial re-
veals the value fa(x(0)) when evaluated at values fa(x(0) + t1), fa(x(0) + t2),
. . . , fa(x(0) + tk) for fixed values t1, . . . , tk and for many integers x(0) ∈
{0, 1, . . . , 2n − 1}, then this polynomial is of high degree. We consider uni-
variate, bivariate and general multivariate polynomial representation of the
Naor-Reingold function. These lower bounds do not have any immediate im-
plications for the pseudo-randomness of the Naor-Reingold function but as
the results mentioned above they support this assumption. In particular, the
inverse statements of the existence of low degree polynomial representation
of the function would completely break the security of many cryptographic
schemes.

2 Preliminaries

Throughout the paper, log z denotes the binary logarithm of z. Let p be an
odd prime number. We denote by Fp the finite field with p elements and the
elements of Fp are identified with the set of integers {0, · · · , p − 1}. Given
g ∈ F∗p with prime order ` (with ` | p− 1) we can consider the Naor-Reingold

pseudo-random function defined over G = 〈g〉: fa(x) = ga
x ∈ G ⊂ F∗p, for a

secret key a = (a1, . . . , an) ∈ (F∗` )n where x will denote indifferently an n-bit
string (x1, . . . , xn) ∈ {0, 1}n or an integer x ∈ {0, 1, . . . , 2n − 1}.

In the following, we will use the following lemma where the weight w(F )
(or sparsity) of a polynomial F (X) ∈ Fp[X] is the number of its non-zero
coefficients.
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Lemma 1 ([11]) Let γ ∈ Fp be an element of order ` and F (X) ∈ Fp[X] be
a non-zero polynomial of degree at most `− 1 with at least b zeros of the form
γx with 0 ≤ x ≤ `− 1. The weight of F (X) satisfies

w(F ) ≥ `

`− b
We will also consider the setting of an elliptic curve E defined over Fp for

p > 3, that is a rational curve given by the following Weierstrass equation

y2 = x3 +Ax+B, A,B ∈ Fp, 4A3 + 27B2 6= 0.

The set E(Fp) of the points of the curve defined over Fp (including the spe-
cial point O at infinity) has a group structure (denoted additively) with an
appropriate composition rule where O is the neutral element. Given P a point
of the curve E with prime order ` (with ` | #E(Fp)), we denote [r]P the
scalar multiplication, i.e. in fact the adding of the point P to itself r times (for
n ≥ 0):

[r]P = P + · · ·+ P︸ ︷︷ ︸
r times

(and [r]P = −([−r]P ) for r ≤ 0). We also define the function f̃a(x) =
[ax]P ∈ E ⊂ F2

p, for a secret key a = (a1, . . . , an) ∈ (F∗` )n where again x
will denote indifferently an n-bit string (x1, . . . , xn) ∈ {0, 1}n or an integer
x ∈ {0, 1, . . . , 2n − 1}. Because of the algebraic structure of E, this function
is not pseudo-random and the Naor-Reingold pseudo-random function over
E(Fp) is thus defined as, fa(x) = X(f̃a(x)), where X(P ) denotes the abscissa
of P ∈ E.

We recall some basic facts on division polynomials of elliptic curves (see
[21] and [2]). They provide a way to calculate multiples of points on elliptic
curves. The division polynomials ψm(X,Y ) ∈ Fp[X,Y ]/(Y 2−X3−AX −B),
m ≥ 0, are recursively defined by:

ψ0 = 0

ψ1 = 1

ψ2 = 2Y

ψ3 = 3X4 + 6AX2 + 12BX −A2

ψ4 = 4Y (X6 + 5AX4 + 20BX3 − 5A2X2 − 4ABX − 8B2 −A3)

ψ2m+1 = ψm + 2ψ3
m − ψm−1ψ3

m+1 , m ≥ 2

ψ2m = ψm(ψm+2ψ
2
m−1 − ψm−2ψ2

m+1)/ψ2 , m ≥ 3,

where ψm is an abbreviation for ψm(X,Y ). Ifm is odd, then ψm(X,Y ) ∈ Fp[X]
is univariate and if m is even then ψm(X,Y ) ∈ ψ2(X,Y )Fp[X] = 2Y Fp[X].
Therefore, as ψ2

2(X,Y ) = 4(X3 + AX + B), we have ψ2
m(X,Y ) ∈ Fp[X] and

ψm−1(X,Y )ψm+1(X,Y ) ∈ Fp[X]. In particular, we may write ψ2m+1(X) and
ψ2
m(X).
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As mentioned above, the division polynomials can be used to calculate
multiples of a point on the elliptic curve E. Let P = (x, y) ∈ E with P 6= O,
then the abscissa of [m]P if [m]P 6= O is given by

θm(x)

ψ2
m(x)

, where θm(X) = Xψ2
m − ψm−1ψm+1.

The zeros of the denominator ψ2
m(X) are exactly the first coordinates of the

non-trivial m-torsion points, i.e, the points Q = (x, y) ∈ Fp
2 \ {O} on E with

[m]Q = O. Note, that these points occur in pairs Q = (x, y) and −Q = (x,−y),
which coincide only if 2Q = O, i.e, if x is a zero of ψ2

2(X).
We recall that the group of m-torsion points E[m], for an elliptic curve E

defined over a field of characteristic p, is isomorphic to (Z/mZ)2 if p - m and
to a proper subgroup of (Z/mZ)2 if p | m. If m is a power of p then E[m] is
either isomorphic to (Z/mZ) or to {O}. Accordingly, the degree of ψ2

m(X) is
m2− 1 if p | m and strictly less than m2− 1 otherwise. In particular, for p = 2
and m a power of 2 we have deg(ψ2

m) = m − 1 if E is not supersingular and
deg(ψ2

m) = 0 otherwise. By induction one can show that θm(X) ∈ Fp[X] is
monic of degree m2.

In the following, we will make use of the two following technical lemmas
(where Fp denotes as usual the algebraic closure of Fp).

Lemma 2 Let E : y2 = x3 +Ax+B be an elliptic curve over Fp with A 6= 0
and B 6= 0. Let F (X) ∈ Fp[X] be a non-constant polynomial with F (X) 6= X
and deg(F ) < p. Then there exists α ∈ Fp such that ψ2

2(F (α)) = 0 and
ψ2
2(α) 6= 0.

Proof There are exactly three distinct zeros α1, α2, α3 ∈ Fp of ψ2
2(X). For all

index i ∈ {1, 2, 3}, there exists at least one βi ∈ Fp such that F (βi) = αi,
because F is not a constant polynomial. Since for all i, j ∈ {1, 2, 3}, i 6= j, we
have αi 6= αj , then the system F (X) = αi and F (X) = αj has no solution. It
follows that the polynomial ψ2

2(F (X)) has at least three different zeros.
Let d < p denote the degree of F and let us suppose that there does not

exist α ∈ Fp such that ψ2
2(F (α)) = 0 and ψ2

2(α) 6= 0. Then we have that
ψ2
2(F (X)) has exactly three zeros which are the zeros of ψ2

2(X). If d = 1,
putting F (X) = aX + b, we obtain that the polynomials X3 + AX + B and
a3X3 + 3a2bX2 + (3ab2 + aA)X + b3 + Ab + B have exactly the same three
zeros. We then have 3a2b = 0 and a 6= 0. Thus b = 0, and if we suppose A 6= 0
and B 6= 0, we have a = 1 which is impossible since F (X) 6= X. If d ≥ 2,
for all i ∈ {1, 2, 3}, the equation F (X) = αi has exactly one solution γi of
multiplicity d which is one of {α1, α2, α3}. Then γ1 and γ2 are the zeros of the
(d− 1)-derivative of F (X) which is of degree 1 and this is impossible because
γ1 6= γ2. Hence in all cases, we obtain a contradiction. So there exists α ∈ Fp
such that: ψ2

2(F (α)) = 0 and ψ2
2(α) 6= 0.

Lemma 3 Let E : y2 = x3 +Ax+B be an elliptic curve over Fp. Let k = 2i

for i > 0 an integer. Let F (X) ∈ Fp[X] be a non-constant polynomial with
deg(F ) ≥ 2. Then there exists α ∈ Fp such that ψ2

k(F (α)) = 0 and ψ2
k(α) 6= 0.
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Proof The univariate polynomial ψ2
k(X) has at least k2/2 distinct zeros be-

cause p - k. For all α such that ψ2
k(α) = 0, there exists at least one β ∈ Fp

such that F (β) = α and two such roots β (corresponding to two different α)
are different. Since deg(F ) ≥ 2, it follows that the equation F (X) = α, for
α zero of ψ2

k(X) has at least two different solutions. Hence, the polynomial
ψ2
k(F (X)) has at least k2 distinct zeros and the result follows.

We also need the following lemmas from [8] and [6] about the distribution
of products ax in F∗` .
Lemma 4 ([8]) Let m ≥ 1 be an integer. For any ∆ > 0 and for all but at
most 2−m∆−1(` − 1)m+2 vectors a = (a1, . . . , am) ∈ (F∗` )m, the products ax

for x ∈ {0, 1}m take at least `− 1−∆ values in F∗` .

Lemma 5 ([6]) Let n ≥ j > 0 be two integers. For all but at most
(3j − 1)(` − 1)n−1/2 vectors a = (a1, . . . , an) ∈ (F∗` )n the products ax for
x ∈ {0, 1}n take at least 2j values in F∗` .

3 Polynomial Interpolation of the Naor-Reingold Pseudo-Random
Function over Finite Fields

In this section, p is an odd prime number, n is an integer and g ∈ F∗p is an
element of prime order ` (with ` | p − 1). We prove results on the univari-
ate and multivariate polynomial interpolation of the Naor-Reingold pseudo-
random function over finite fields. We consider polynomials that interpolates
values of the Naor-Reingold pseudo-random function for a fixed secret key
a ∈ (F∗` )n. The values considered are evaluation of the function at integers
x ∈ {0, · · · , 2n − 1} and translates of these values by some fixed constants
t1, t2, · · · , tk ∈ N. This setting is interesting for applications in cryptography.
Note that if one value x+ ti is larger than 2n for some i ∈ {1, . . . , k} then, the
Naor-Reingold function is not defined at x+ ti. In the following, we consider
simple sets where all translates belong to the Naor-Reingold function domain
but our method can be adapted to other settings.

First, we consider multivariate polynomial interpolation over large sets of
values.

Theorem 1 Let t ≥ 1 be an integer. Let t1, t2, · · · , tk be fixed distinct integers
such that t1, t2, · · · , tk < 2t and let A ⊆ {0, · · · , 2n − 1}. For some a ∈ (F∗` )n,
let Fa(X1, . . . , Xk) ∈ Fp[X1, · · · , Xk] such that

Fa(fa(x), fa(x+ t1), · · · , fa(x+ tk−1)) = fa(x+ tk) (1)

for all x ∈ A. For all but at most 2k(`− 1)n−1 vectors a ∈ (F∗` )n, we have
(

deg(Fa) + k

k

)
≥ `

2∆+ 1
− 1

w(Fa) ≥ `

2∆+ 1
− 1

where ∆ = `− 1− ]S for the set S = {a2tx ∈ F∗` : 2tx ∈ A},
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It is worth noting that the conclusion of Theorem 1 cannot hold for all
vectors a ∈ (F∗` )n. For instance, if we consider a secret key a = (a1, . . . , an) ∈
(F∗` )n such that an−1 = an and the simple case k = 1 and t1 = 1, we have
fa(x + t1) = fa(x) for all integer x in the set A = {x ∈ {0, · · · , 2n − 1}, x ≡
1 mod 4}, (since x = (x1, x2, . . . , xn−2, 0, 1) and x+t1 = (x1, x2, . . . , xn−2, 1, 0)).
The polynomial Fa(X1) = X1 of degree 1 and weight 1 therefore satisfies (1)
for all x ∈ A where the set A is very large since ]A = 2n/4. However, Theorem
1 ensures that the lower bounds on the degree and the weight of F hold with
probability 1−2k/(`−1) when the secret key a is picked uniformly at random
(and hence with overwhelming probability for k polynomial in the security
parameter).

In Theorem 1 statement, it is also necessary to consider the cardinality of a
subset of {ax ∈ F∗` , x ∈ A} and not the cardinality of A itself since it is possible
that for some secret key a, the latter is “large” while the former is “small”.
For instance, for a secret key a = (a, . . . , a) ∈ (F∗` )n (where all components are

equal to some constant value a ∈ F∗` ), we have fa(x) = ga
x

= ga
hw(x)

where
hw(x) denotes x’s Hamming weight (i.e., its number of non-zero coordinates).
In this case, even if the set A is very large, {ax ∈ F∗` , x ∈ A} is of cardinality
at most n and one can construct a small degree multivariate polynomial that
interpolates the values of the Naor-Reingold pseudo-random function.

Proof Since t1, t2, · · · , tk < 2t, we have

a2
tx+ti = a2

txati

for all x ∈ A such that 2tx ≤ 2n − 1 and i ∈ {1, · · · , k}. The relation (1) thus
becomes

Fa(gu, gua
t1
, · · · , gua

tk−1
) = gua

tk
,

for all u ∈ S. Let R = {u ∈ S|u(atk)−1 ∈ S}. We put ∆ = `− 1− ]S and, by
the union bound, we have ]R ≥ `− 1− 2∆ and

Fa(gu(a
tk )−1

, · · · , gua
tk−1 (atk )−1

) = gu,

for all u ∈ R.

Let Ha(X) = Fa(X(atk )−1

, · · · , Xatk−1 (atk )−1

)−X ∈ Fp[X] and Ka(X) the
polynomial obtained from Ha(X) by considering the degree of monomials of
Ha(X) modulo `.

Claim The polynomial Ka(X) is not a zero polynomial for all but at most
2k(`− 1)n−1 vectors a ∈ (F∗` )n.

Proof (Claim.) Indeed if Ka(X) is a zero polynomial, then

– either Fa is a monomial of the form Xα1
1 · · ·X

αk

k , with (α1, · · · , αk) 6=
(0, · · · , 0)
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– or Fa would be a sum of at least two monomialsXα1
1 · · ·X

αk

k andXβ1

1 · · ·X
βk

k

and there would exist (α1, · · · , αk) 6= (β1, · · · , βk) such that

α1(atk)−1 + · · ·+ αka
tk−1(atk)−1 = β1(atk)−1 + · · ·+ βka

tk−1(atk)−1

in F`.

If Fa is of the form Xα1
1 · · ·X

αk

k , then from (1), it will follows that

α1a
x + · · ·+ αka

x+tk−1 = ax+tk in F`, for all x ∈ A. (2)

Let x such that (2) is satisfied. Then we can easily prove for all n ≥ 1 by
induction in k that the number of a ∈ (F∗` )n solutions of (2) does not exceed
k(`− 1)n−1.

1. For k = 0, the equation ax+tk = 0 has no solution and the statement is
clearly true.

2. Otherwise, let j = max({i ∈ {1 . . . , k}|αi 6= 0}). Because x + tk 6= x + tj ,
there exists i such that i-th component of x + tk is different from the
i-th component of x + tj . Then the above equation can be written in
the form T1 = T2ai where T1 and T2 do not depend on ai. If T2 6=
0, then for any vector (a1, · · · , ai−1, ai+1, · · · , an) ∈ (F∗` )n−1, the value
of ai is defined uniquely. If T2 = 0, then by induction, the number of
(a1, · · · , ai−1, ai+1, · · · , an) ∈ (F∗` )n−1 does not exceed (k − 1)(` − 1)n−1.
Therefore, the number of solutions does not exceed (k−1)(`−1)n−1 +(`−
1)n−1 = k(`− 1)n−1, and the result follows.

In the second case, if there exists (α1, · · · , αk) 6= (β1, · · · , βk) such that

α1(atk)−1 + · · ·+ αka
tk−1(atk)−1 = β1(atk)−1 + · · ·+ βka

tk−1(a
tk )−1

in F` then we have

(α1 − β1)a0 + · · ·+ (αk − βk)atk−1 = 0

in F`. Then by proceeding as previously by induction on k, for all n, one can
see that the number of solutions a ∈ (F∗` )n does not exceed (k− 1)(`− 1)n−1.

For a ∈ (F∗` )n such thatKa(X) is not a zero polynomial, we have by Lemma
1, that w(Ka(X)) ≥ `

`−(`−1−2∆) , since deg(Ka(X)) ≤ `− 1 and Ka(X) has at

least `− 1− 2∆ roots of the gu. Therefore, by Lemma 1, we have
(

deg(Fa) + k

k

)
≥ `

2∆+ 1

w(Fa) ≥ `

2∆+ 1
− 1

for all but at most 2k(`− 1)n−1 vectors a ∈ (F∗` )n and the result follows.

Remark 1 Theorem 1 is non-trivial only when ]S ≥ (3` − 2)/4. Since ]S ≤
2n−t, Theorem 1 only applies to settings where the message length n is greater
than the sum of the bit-length of the underlying group order and t.



Polynomial Interpolation of the Naor-Reingold Pseudo-Random Function 9

The cardinality of the set S depends on A and on the secret key a =
(a1, . . . , an) ∈ (F∗` )n. In the following lemma for certain condition on A and
on n, we show that ]S is close to ` for almost all secret key a. This allows us to
obtain Corollary 1 and for the forthcoming theorems in this paper to obtain
non trivial lower bounds.

Lemma 6 Let γ > δ > 0 such that n ≥ (1 + γ) log(`− 1).
Let t = bmin (1, (γ − δ)/2) log(`−1)c−1 and let A ⊆ {0, · · · , 2n−1} such that
{2tx : x ∈ {0, . . . , 2n−t − 1}} ⊆ A. Putting Γ = b(`− 1)2−tc, we obtain:

]S ≥ `− 1− Γ,

for all but at most (`− 1)n−δ vectors a ∈ (F∗` )n.

Proof We denote again S = {a2tx ∈ F∗` : 2tx ∈ A}.
Putting Γ = b(`− 1)2−tc and applying Lemma 4, we have ]S ≥ `− 1− Γ

for all but at most 2t−nΓ−1(`− 1)n+2 ≤ (`− 1)n−δ vectors a ∈ (F∗` )n.

We apply Lemma 6 to Theorem 1 to obtain the following corollary:

Corollary 1 Let γ > δ > 0 such that n ≥ (1 + γ) log(` − 1). Let t =
bmin (1, (γ − δ)/2) log(` − 1)c − 1 and t1, t2, · · · , tk be fixed distinct integers
such that t1, t2, · · · , tk < 2t and let A ⊆ {0, · · · , 2n − 1}. For some a ∈ (F∗` )n,
let Fa(X1, . . . , Xk) ∈ Fp[X1, · · · , Xk] such that Relation (1) holds for all x ∈ A.
If {2tx : x = 0, . . . , 2n−t − 1} ⊆ A, we have

(
deg(Fa) + k

k

)
≥ 1

8
(`− 1)min(1,(γ−δ)/2)

w(Fa) ≥ 1

8
(`− 1)min(1,(γ−δ)/2) − 1

for all but at most 2k(`− 1)n−1 + (`− 1)n−δ vectors a ∈ (F∗` )n.

The proof is straightforward since, with the previous notation, we have in this
case ∆ < Γ . Likewise Lemma 6 can be applied to the next theorems of this
paper to obtain non-trivial lower bounds for almost all vectors a ∈ (F∗` )n.

For the cases where the cardinality of the set S is smaller than (3`− 2)/4,
Theorem 1 does not give a non-trivial lower bound on F ’s degree. In the
next theorem, we obtain such a lower bound for much smaller sets S with
#S ∈ [

√
`+ 1, (3`− 2)/4]. Theorem 2 only applies for univariate interpolation

(i.e. k = 1).

Theorem 2 Let t ≥ 1 be a fixed integer and let A ⊆ {0, · · · , 2n−1}. For some
a ∈ (F∗` )n, let Fa(X) ∈ Fp[X] such that

Fa(fa(x)) = fa(x+ t) (3)

for all x ∈ A. For all but at most 2(`− 1)n−1 vectors a ∈ (F∗` )n, we have

deg(Fa) ≥ ]S(]S − 1)

`− 1
.

where S = {a2tx ∈ F∗` : 2tx ∈ A}.
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Proof As in the previous proof, we have

Fa(gu) = gua
t

for all u ∈ S.

Consider

D = {1 ≤ b ≤ `− 1 : b ≡ y − x mod `, x, y ∈ S}.

There exists b ∈ D such that there are at least

]S(]S − 1)

]D
≥ ]S(]S − 1)

`− 1

representations b ≡ y − x mod `, with x, y ∈ S. We choose this b and put

R = {x ∈ S : b+ x ≡ y mod `, y ∈ S}.

Then we have

]R ≥ ]S(]S − 1)

`− 1
.

For u ∈ R, (since gx = gx+`, for all x), we have

Fa(gu+b) = g(u+b)a
t

= gua
t

× gba
t

= Fa(gu)× gba
t

Let Ha(X) = Fa(gbX)− gbat

Fa(X). Then Ha(X) has at least ]R zeros. As in
the previous proof, Ha(X) 6= 0 for all but at most 2(`−1)n−1 vectors a ∈ (F∗` )n
and deg(Ha) ≤ deg(Fa), we have

deg(Fa) ≥ ]S(]S − 1)

`− 1
.

for all but at most 2(`− 1)n−1 vectors a ∈ (F∗` )n.

In the following lemma, we show that that there exists numerous sets A and
corresponding S such that #S ∈ [

√
` + 1, (3` − 2)/4]. For such sets Theorem

1 does not give a non-trivial lower bound on F ’s degree.

Lemma 7 Let 1
log(3) −

1
2 > δ > 0 (with 1

log(3) −
1
2 ' 0.1309 . . .).

Let t ≥ 1 and n be integers such that n = t + d(1/2 + δ) log(` − 1)e + s for
some integer s such that 0 ≤ s ≤ log(3`− 2)− 2− d(1/2 + δ) log(`− 1)e. Let
A ⊆ {0, · · · , 2n − 1} such that {2tx : x ∈ {0, . . . , 2n−t − 1}} ⊆ A. Putting
γ = 1− log(3)(1/2 + δ) we obtain:

(3`− 2)/4 ≥ ]S ≥ (`− 1)(1/2+δ)

for all but at most 3/2(`− 1)n−γ vectors a ∈ (F∗` )n.
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Proof We denote again S = {a2tx ∈ F∗` : 2tx ∈ A}.
Putting j = d(1/2 + δ) log(` − 1)e and applying Lemma 5, we obtain readily
]S ≥ (` − 1)(1/2+δ) for all but at most (3j − 1)(` − 1)n−1 ≤ 3/2(` − 1)n−γ

vectors a ∈ (F∗` )n. Since ]S ≤ 2j+s ≤ (3`− 2)/4, we obtain the desired result.

For such sets A and S and parameters n, t, s given in Lemma 7, we have
(using the notation of Theorem 2), that the degree of of polynomial Fa satisfy-
ing (3) verifies deg(Fa) ≥ c · `2δ for all but at most 2(`−1)n−1 + 3/2(`−1)n−γ

vectors a ∈ (F∗` )n (where c is an absolute constant close to 1).

Remark 2 This proof technique cannot be used to obtain a lower bound on
the weight of a univariate polynomial F or on the degree of a multivariate
polynomial F for k ≥ 2 and it remains an open problem to improve Theorem
1 for smaller sets S with #S ≤ (3`− 2)/4 in these settings.

4 Univariate Interpolation of the Naor-Reingold Pseudo-Random
Function over Elliptic Curves

In this section, p is an odd prime number, n is an integer, E is an elliptic
curve over Fp and P is a point of the curve E with prime order ` (with
` | #E(Fp)). We prove results on the univariate polynomial interpolation of the
Naor-Reingold pseudo-random function from elliptic curves defined by fa(x) =
X([ax]P ) for a secret key a ∈ (F∗` )n and an integer x ∈ {0, 1, . . . , 2n − 1}
(where X(Q) denotes the abscissa of a point Q ∈ E(Fp)). First, we consider
interpolation over large sets of values.

Theorem 3 Let E : y2 = x3 +γx+δ be an elliptic curve over Fp with γδ 6= 0.
Let t ≥ 1 be a fixed integer and let A ⊆ {0, · · · , 2n − 1}. For some a ∈ (F∗` )n,
let Fa(X) ∈ Fp[X] such that

Fa(fa(x)) = fa(x+ t) (4)

for all x ∈ A. For all but at most 2(`− 1)n−1 vectors a ∈ (F∗` )n, we have

deg(Fa) ≥ 2]S − (`− 1)

14
.

where S = {a2tx ∈ F∗` : 2tx ∈ A}.

Proof We have Fa(xu) = xuat for all u ∈ S, where xt = X([t]P ), for all t ∈ F`.
We consider the R = {u ∈ S : 2u ∈ S} with ]R ≥ `− 1− 2∆. For all u ∈ R,
2u ∈ S and [2u]P 6= O and Fa(x2u) = x2uat is well-defined in Fp and xuat is
thus not a root of ψ2. Therefore, we have:

Fa(x2u) = x2uat

= θ2(xuat)/ψ2
2(xuat)

= θ2(Fa(xu))/ψ2
2(Fa(xu)), for all u ∈ R.
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We thus get

Fa

(
θ2(xu)

ψ2
2(xu)

)
=
θ2(Fa(xu))

ψ2
2(Fa(xu))

for all u ∈ R. Finally, we consider the polynomial:

Ha(X) = ψ2d
2 (X)ψ2

2(Fa(X))

(
Fa

(
θ2(X)

ψ2
2(X)

)
− θ2(Fa(X))

ψ2
2(Fa(X))

)
,

where d = deg(Fa). The polynomial Ha(X) has at least ]R/2 zeros. If at 6= ±1,
we will have Fa(X) 6= X and by Lemma 2, it will imply that there exists
α ∈ Fp such that ψ2

2(Fa(α)) = 0 and ψ2
2(α) 6= 0. Hence, we have Ha(α) =

−θ2(Fa(α))ψ2d
2 (α) 6= 0, since θ2(X) and ψ2

2(X) have no common zeros.
Therefore, Ha(X) is a non-zero polynomial and deg(Ha) ≤ 7d. Then we

get that 7d ≥ ]R/2 and then d ≥ `−1−2∆
14 . Since at 6= ±1 for all but at most

2(`− 1)n−1 vectors a ∈ (F∗` )n, the result follows.

Theorem 3 is only non-trivial if ]S ≥ (` + 13)/2. Again, the cardinality
of the set S depends on A and on the secret key a = (a1, . . . , an) ∈ (F∗` )n,
but using again Lemma 6, we can easily obtain (as in Corollary 1) non-trivial
lower bounds for specific sets A and parameter n.

In the following theorem, we obtain a lower bound for smaller sets S.

Theorem 4 Let t ≥ 1 be a fixed integer, A ⊆ {0, · · · , 2n − 1}, 0 < ε < 1

and S = {a2tx ∈ F∗` : 2tx ∈ A} with ]S ≥ 2(`−1)
ε log(`) . For some a ∈ (F∗` )n, let

Fa(X) ∈ Fp[X] such that

Fa(fa(x)) = fa(x+ t) (5)

for all x ∈ A. For all but at most 2(`− 1)n−1 vectors a ∈ (F∗` )n, we have

deg(Fa) ≥ ]S

4ε log(`)× `2ε
.

Proof We have Fa(xu) = xuat for all u ∈ S where, as above, we denote xt =
X([t]P ), for all t ∈ F`. Let K be an integer and let us consider the sets

Si = {1 ≤ b ≤ `− 1 : 2im ≡ b mod `, m ∈ S},

for 0 ≤ i ≤ K, and Ri,j = Si ∩ Sj for 0 ≤ i < j ≤ K. We have

(K + 1)]S −
∑

0≤i<j≤K

]Ri,j ≤ ]

(
K⋃
i=0

Si

)
≤ `− 1.

Therefore, there is a pair 0 ≤ i < j ≤ K such that

]R0,j−i = ]Ri,j ≥
2((K + 1)]S − (`− 1))

K(K + 1)
.

For u ∈ R0,j−i, there exists a unique m ∈ S such that 2j−im ≡ u mod `,
with u ∈ S and the corresponding m’s are distinct for two different u’s. Since
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xk = xk+l for all k, then we have Fa(x2j−im) = x2j−imat for at least ]R0,j−i
different m ∈ S. For each such m, we have

Fa

(
θ2j−i (xm)

ψ2
2j−i (xm)

)
= x2j−imat

= θ2j−i(xmat)/ψ2
2j−i(xmat)

= θ2j−i(Fa(xm))/ψ2
2j−i(Fa(xm)),

since m ∈ S. Finally, we consider the polynomial

Ha(X) = ψ2d
2j−i(X)ψ2

2j−i(Fa(X))

(
Fa

(
θ2j−i(X)

ψ2
2j−i(X)

)
− θ2j−i(Fa(X))

ψ2
2j−i(Fa(X))

)
,

where d = deg(Fa).
The polynomial Ha(X) has at least ]R0,j−i zeros. Since d ≥ 2 and 2j−i and

p are coprime, then by Lemma 3, there exists α ∈ Fp such that ψ2
2j−i(Fa(α)) =

0 and ψ2
2j−i(α) 6= 0. Hence, we haveHa(α) = −θ2j−i(Fa(α))ψ2d

2j−i(α) 6= 0, since
θ2j−i(X) and ψ2

2j−i(X) have no common zeros.
Therefore Ha(X) is a non-zero polynomial and deg(Ha) ≤ d(2(2j−i)2 − 1)

and we get

d ≥ ]R0,j−i

2(22(j−i)+1 − 1)
≥ (K + 1)]S − (`− 1)

K(K + 1)(22(j−i)+1 − 1)
.

Since j − i ≤ K, then we have

d ≥ (K + 1)]S − (`− 1)

K(K + 1)(22K+1 − 1)
≥ 1

22K+1 − 1

(
]S

K
− `− 1

K(K + 1)

)
≥ ]S

K(22K+1 − 1)

(
1− `− 1

]S(K + 1)

)
.

Letting K = bε log(`)c, for any 0 < ε < 1, we have

d ≥ ]S

2ε log(`)× `2ε

(
1− `− 1

]Sε log(`)

)
≥ ]S

4ε log(`)× `2ε
.

Theorem 4 also applies to numerous sets A and S for which Theorem 3 does
not apply. For instance, we can consider parameters n, t, s given in Lemma 7

such that 2n−t−s ≥ 2(`−1)
ε log(`) .

5 Bivariate Interpolation of the Naor-Reingold Pseudo-Random
Function over Elliptic Curves

It seems rather difficult to obtain an analogue of Theorem 1 in the case of
elliptic curves. In this section, we use the methods from [13] and we prove re-
sults on bivariate interpolation of the Naor-Reingold pseudo-random function
from elliptic curves (but in a slightly different setting). We use the notation
from the previous section and, as before, we consider first interpolation over
large sets of values.
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Theorem 5 Let A1, A2 ⊆ {0, · · · , 2n − 1} and t ≥ 1 be an integer. For some
a ∈ (F∗` )n, let Fa(X,Y ) ∈ Fp[X,Y ] such that

Fa(fa(x), fa(x′)) = fa(x+ x′) (6)

for all (x, x′) ∈ A1 ×A2. We have

deg(Fa) ≥ min
(
b(`− 1)/∆c − 2; d(]S2 − 1)1/3e − 2

)
.

where ∆ = ` − 1 − ]S1 for the set S1 = {ax : x ∈ A1 , x < 2t} and where

S2 = {a2tx′ ∈ F∗` : 2tx′ ∈ A2}.

Proof We may suppose ]S2 ≥ 10 since otherwise the result is trivial. We denote

d = min
(
b(`− 1)/∆c − 2; d(]S2 − 1)1/3e − 2

)
.

We have
Fa(xu, xu′) = xuu′ , for all u ∈ S1 and u′ ∈ S2.

Let R be the set of u ∈ S1 such that

ia mod ` ∈ S1, ∀i ∈ {1, · · · , d+ 1}.

The cardinality of R is at least `− 1−∆(d+ 1). Let u ∈ R, then we have

Fa(x(i+1)u, xvj ) = x(i+1)uvj , for all 0 ≤ i, j ≤ d,

where v0, · · · , vd are any distinct elements of S2.
Let us suppose that degX(Fa),degY (Fa) ≤ d namely

Fa(X,Y ) =

d∑
i,j=0

ci,jX
iY j ,

then we have for 0 ≤ k, ` ≤ d,

x(k+1)uv` =

d∑
i,j=0

ci,jx
i
(k+1)ux

j
v`
.

Then Fa’s coefficients are determined by the following matrix equation:

C =

 c0,0 . . . c0,d
...

...
cd,0 . . . cd,d


=

 x0u . . . xdu
...

...
x0(d+1)u . . . x

d
(d+1)u


−1 xuv0 . . . xuvd

...
...

x(d+1)uv0 . . . x(d+1)uvd


x0v0 . . . x

0
vd

...
...

xdv0 . . . x
d
vd


The matrix C is non-singular if and only if the middle matrix on the right
hand is non-singular. A subset {v0, · · · , vd} of S2 with this property exists if
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and only if the vectors Tk = (xkub)b∈S2 for k ∈ {1, · · · , d + 1} are linearly
independent. If these vectors were linearly dependent, then there would exist
an integer ω with 1 ≤ ω ≤ d+ 1 and coefficients d1, · · · , dω ∈ Fp, dω 6= 0, such
that

ω∑
k=1

dkxkub = 0, b ∈ S2.

As at most two points with first coordinate equal to 0 exist on the elliptic curve
and ]S2 ≥ 3, we get ω ≥ 2. Since xkub = θk(xub)/ψ

2
k(xub), the polynomial

H(X) =

ω∑
k=1

dkθk(X)

ω∏
j=1,j 6=k

ψ2
j (X)

has at least b]S2/2c zeros and degree at most

1 +

ω∑
k=1

(k2 − 1) = (2ω3 + 3ω2 − 5ω + 6)/6 ≤ ω3/2 ≤ (d+ 1)3/2.

Since p - ω, then points of order ω on E exist over Fp. Let α ∈ Fp be
the first coordinate of a point of order ω. Then we have ψ2

ω(α) = 0 and

H(α) = dωθω(α)
∏ω−1
j=1 ψ

2
j (α) 6= 0.

The polynomial H(X) is a non-zero polynomial and we have (d+ 1)3/2 ≥
b]S2/2c in contradiction with the definition of d. This shows that C is not
singular and in particular each row of C has at least one non-zero entry and
we have deg(Fa) ≥ degX(Fa) ≥ d.

Theorem 5 is non-trivial only for ]S1 ≥ (`− 1)/2 and we can obtain (as
in Corollary 1) non-trivial lower bounds on the degree of the interpolating
polynomial for specific sets A1 and A2 and parameter t.

Lemma 8 Let m ≥ 1 be an integer, δ > 0 and t be an integer such that
t ≥ (1 + δ) log(`− 1) +m+ 1 and n− t ≥ (1 + δ) log(`− 1) + 2.
Let A1, A2 ⊆ {0, · · · , 2n − 1} be two sets such that {0, . . . , 2t − 1} ⊆ A1 and
{2tx′ : x′ ∈ {0, . . . , 2n−t − 1}} ⊆ A2 . Let S1 = {ax : x ∈ A1, x < 2t} and

S2 = {a2tx′ ∈ F∗` : 2tx′ ∈ A2}, we have

]S1 ≥ `− 1− b(`− 1)2−mc and ]S2 ≥ (`− 1)/2 + 1,

for all but at most 2(`− 1)n−δ vectors a ∈ (F∗` )n.

Proof Let ∆ = b(`− 1)2−mc. Applying Lemma 4, we have ]S1 ≥ `− 1−∆ for
all but at most 2−t∆−1(`− 1)t+2(`− 1)n−t ≤ (`− 1)n−δ vectors a ∈ (F∗` )n.

Likewise, applying Lemma 4 with ∆′ = (` − 1)/2 − 1 , we have ]S2 ≥
(` − 1)/2 + 1 for all but at most 2t−n∆′−1(` − 1)n−t+2(` − 1)t ≤ (` − 1)n−δ

vectors a ∈ (F∗` )n.

We apply Lemma 8 to Theorem 5 to obtain the following corollary:
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Corollary 2 Let m ≥ 1 be an integer and δ > 0 such that t ≥ (1 + δ) log(`−
1) +m+ 1 and n− t ≥ (1 + δ) log(`− 1) + 2.
Let A1 ⊆ {0, · · · , 2n−1} such that {0, . . . , 2t−1} ⊆ A1 and A2 ⊆ {0, · · · , 2n−1}
such that {2tx′ : x′ ∈ {0, . . . , 2n−t − 1}} ⊆ A2. For some a ∈ (F∗` )n, let
Fa(X,Y ) ∈ Fp[X,Y ] such that

Fa(fa(x), fa(x′)) = fa(x+ x′) (7)

for all (x, x′) ∈ A1 ×A2. We have

deg(Fa) ≥ min
(

2m − 2; ((`− 1)/2)1/3 − 2
)
,

for all but at most 2(`− 1)n−δ vectors a ∈ (F∗` )n.

The proof is straightforward since, with the of notation of Theorem 5, we have
in this case ∆ ≤ (`− 1)2−m and ]S2 − 1 ≥ (`− 1)/2.

To conclude the paper, we obtain a simple result for smaller sets S1.

Theorem 6 Let A1, A2 ⊆ {0, · · · , 2n − 1} and t ≥ 1 be an integer. For some
a ∈ (F∗` )n, let Fa(X,Y ) ∈ Fp[X,Y ] such that

Fa(fa(x), fa(x′)) = fa(x+ x′) (8)

for all (x, x′) ∈ A1 ×A2. We have

deg(Fa) ≥ ]S1

8
.

where S1 = {ax : x ∈ A1 , x < 2t} and S2 = {a2tx′ ∈ F∗` : 2tx′ ∈ A2} if there
exists v ∈ S2 such that 2v ∈ S2.

Proof We have

Fa(xu, xv) = xuv and Fa(xu, x2v) = x2uv for all u ∈ S1.

Hence

Fa

(
xu,

θ2(xv)

ψ2
2(xv)

)
=
θ2(xuv)

ψ2
2(xuv)

=
θ2(Fa(xu, xv))

ψ2
2(Fa(xu, xv))

for all u ∈ S1.

Finally, we consider the polynomial

U(X) = ψ2
2(Fa(X,xv))

(
Fa(X,

θ2(xv)

ψ2
2(xv)

)− θ2(Fa(X,xv))

ψ2
2(Fa(X,xv))

)
.

We have deg(U) ≤ 4 deg(Fa). Let γ be a root of ψ2
2(X) and β such that

Fa(β, xv) = γ. Then
U(β) = −θ2(Fa(β, xv)) 6= 0,

and U is non-zero polynomial. Since U has at least ]S1/2 zeros, it follows that
4 deg(Fa) ≥ ]S1/2 i.e. deg(Fa) ≥ ]S1

8 .
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The condition on S2 in the statement of Theorem 6 is achieved trivially
when ]S2 >

`−1
2 . It is worth mentioning that Theorem 6 also applies to many

other sets. In the following lemma, we show that that there exists numerous
sets A1, A2 and corresponding S1, S2 such that ]S1 ∈ [

√
`+ 1, (`− 1)/2] and

]S2 > (` − 1)/2. For such sets Theorem 6 gives a non-trivial lower bound on
the degree of the interpolating polynomial while Theorem 5 does not give a
non-trivial lower bound on it. We apply Lemmas 4 and 5 like in the proof of
Lemmas 6, 7 and 8 to obtain the following lemma:

Lemma 9 Let 1
log(3) −

1
2 > δ1 > 0 (with 1

log(3) −
1
2 ' 0.1309 . . .) and δ2 > 0.

Let t and n be integers such that t = d(1/2 + δ1) log(` − 1)e + s for some
integer s such that 0 ≤ s ≤ log(`− 1)− 1−d(1/2 + δ1) log(`− 1)e and n− t ≥
(1+δ2) log(`−1)+2. Let A1 ⊆ {0, · · · , 2n−1} such that {0, . . . , 2t−1}} ⊆ A1

and A2 ⊆ {0, · · · , 2n−1} such that {2tx : x ∈ {0, . . . , 2n−t−1}} ⊆ A2. Putting
γ = 1− log(3)(1/2 + δ1) we obtain:

(`− 1)/2 ≥ ]S1 ≥ (`− 1)(1/2+δ1) and ]S2 ≥ (`− 1)/2 + 1,

for all but at most 3/2(`− 1)n−γ + (`− 1)n−δ2 vectors a ∈ (F∗` )n.

We then apply Lemma 9 to Theorem 6 to obtain the following corollary:

Corollary 3 Let 1
log(3) −

1
2 > δ1 > 0, δ2 > 0 and γ = 1− log(3)(1/2 + δ1).

Let t and n be integers such that t = d(1/2 + δ1) log(` − 1)e + s for some
integer s such that 0 ≤ s ≤ log(`− 1)− 1−d(1/2 + δ1) log(`− 1)e and n− t ≥
(1+δ2) log(`−1)+2. Let A1 ⊆ {0, · · · , 2n−1} such that {0, . . . , 2t−1}} ⊆ A1

and A2 ⊆ {0, · · · , 2n − 1} such that {2tx : x ∈ {0, . . . , 2n−t − 1}} ⊆ A2. For
some a ∈ (F∗` )n, let Fa(X,Y ) ∈ Fp[X,Y ] such that

Fa(fa(x), fa(x′)) = fa(x+ x′) (9)

for all (x, x′) ∈ A1 ×A2. We have

deg(Fa) ≥ (`− 1)(1/2+δ1)/8,

for all but at most 3/2(`− 1)n−γ + (`− 1)n−δ2 vectors a ∈ (F∗` )n.

The proof is straightforward since, with the notation of Theorem 6, we have
in this case ]S1 ≥ (` − 1)(1/2+δ1) and there exists v ∈ S2 such that 2v ∈ S2

since ]S2 > (`− 1)/2

6 Conclusion

In this paper, we proved lower bounds on the degree of multivariate poly-
nomial representations of the Naor-Reingold function over a finite field and
over the group of points on an elliptic curve over a finite field. Many open
problems remain: the first being naturally to generalize our bounds to smaller
interpolating sets. Known lower bounds on the polynomial interpolation of the
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Diffie-Hellman mapping (e.g. [9,7,13,22])) can rule out the existence of low
degree polynomials that interpolate the Naor-Reingold function in two fixed
points for many keys. It is desirable to extend these results to give lower bounds
on the degree of general multivariate polynomials that interpolate the Naor-
Reingold function in several fixed points for many keys. Such results would be
related to the polynomial interpolation of the so-called group Diffie-Hellman
problems [3].

Acknowledgements. The authors would like to thank the anonymous re-
viewers for their helpful and constructive comments that led to substantial
improvements in this paper.
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