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Abstract—When analyzing brain activity such as local field potentials (LFP), it is often desired to represent neural events by stereotypic waveforms. Due to the non-deterministic nature of the neural responses, an adequate waveform estimate typically requires to record multiple repetitions of the neural events. It is common practice to segment the recorded signal into event-related epochs and calculate their average. This approach suffers from two major drawbacks: (i) epoching can be problematic, especially in the case of overlapping neural events and (ii) variability of the neural events across epochs (such as varying onset latencies) is not accounted for, which may lead to a distorted average.

In this paper, we propose a novel method called adaptive waveform learning (AWL). It is designed to learn multi-component representations of neural events while explicitly capturing and compensating for waveform variability, such as changing latencies or more general shape variations. Thanks to its generality, it can be applied to both epoched (i.e., segmented) and continuous (i.e., non-epoched) signals by making the corresponding specializations to the algorithm. We evaluate AWL’s performance and robustness to noise on simulated data and demonstrate its empirical utility on an electrophysiological recording containing intracranial epileptiform discharges (epileptic spikes).

Index Terms—dictionary learning, epileptiform discharges, local field potential (LFP), sparse representations, signal variability, single-trial analysis

I. INTRODUCTION

WHEN analyzing neurophysiological recordings such as local field potentials (LFP), it is common practice to average over a large number of experimental trials in order to obtain a stereotypic waveform representing the neural activity. This approach, however, does not account for cross-trial variability of the waveforms, such as varying onset latencies or changing shapes, and can thus lead to a distorted representation of the neural responses. In addition, some information about the trial-specific waveform variations might be lost in the average.

Different methods have been proposed to explicitly account for waveform variability. One of the first is Woody’s iterative method (1967) [1] which detects different waveform latencies in order to calculate realigned averages. However, this method assumes identical waveform shapes across the different trials, which is often not observed in practice. An alternative consists in modeling the neural events as multi-component waveforms, as done by principal component analysis (PCA) [2] and independent component analysis (ICA) [3]. Especially ICA has proved a valuable tool for separating multi-channel electroencephalogy (EEG) recordings into components representing different active brain sources by assuming their statistical independence [4], [5]. Multilinear techniques, such as parallel factor analysis (PARAFAC), allow to decompose multi-channel EEG recordings into components with multiple dimensions, such as space, time, and frequency [6].

However, as the techniques described above rely on a linear framework, they require isochronicity of the multi-variate input signal. This is a reasonable assumption if the input components are synchronously acquired signals from different recording channels, but it typically does not hold for different experimental trials. The more recent method, differentially variable component analysis (dVCA), combines features of PCA/ICA and Woody’s method by extending the linear multi-component framework to include latency variability of each waveform component and has been applied to LFP [7] and EEG recordings [8].

Another approach for analyzing brain signals consists in sparse representations calculated by techniques such as matching pursuit (MP) [9] or least angle regression (LARS) [10]. These methods allow the detection of features taken from a dictionary, a predefined and often overcomplete set of atoms (i.e., basis waveforms). MP has been applied to EEG data in [11], and extensions have been proposed to specifically address multi-channel [12], [13] and multi-trial [14], [15] data. A drawback of sparse coding techniques is the fact that the optimal dictionary is often unknown a priori and typical choices such as the symmetric Gabor wavelets [14] may not well represent the neural events. A remedy consists in learning the dictionary directly from the data [16], a popular technique especially in the image processing community [17], [18]. Dictionary learning has furthermore been extended to translation-invariant settings [19], allowing to explicitly account for variable latencies of neural events [20]–[22].

In many neurophysiological applications, it is common practice to segment a long continuous recording into event-related epochs in a preprocessing step to facilitate further analysis. However, this epoching step can be problematic if the latencies of the neural events are not exactly known a priori. In addition, in the case of overlapping neural events, epoching may lead to significant errors. Optimally, a method should thus be capable of processing the recording as a whole, which requires a model that allows repetitions of the neural events at different latencies.

In this work, we introduce a new framework, called adaptive waveform learning (AWL), to learn single- or multi-
component neural representations from single-channel recordings. The novelty of AWL is the explicit modeling of signal variability such that each component waveform is subject to variations across the neural events. The AWL model is first presented and analyzed in a very general framework with the possibility to consider arbitrary morphological waveform changes. Then, two concrete algorithms, E-AWL and C-AWL, are derived from this framework to address the processing of both epoched (i.e., segmented) and continuous (i.e., non-epoched) recordings, respectively. For these cases, we limit the waveform variability to amplitude and latency changes, as well as linear temporal scaling (i.e., dilations). Both algorithms are designed to progressively learn different waveforms, and their implementations are based on sparse coding and dictionary learning techniques.

The E-AWL algorithm is evaluated on simulated signal epochs and compared to ICA and the translation-invariant dictionary learning algorithm MoTIF [20]. Finally, E-AWL and C-AWL are applied to an LFP recording containing epileptiform discharges (spikes), providing interesting insight into the spikes’ variability across the dataset.

II. MODELING THE NEURAL EVENTS

We start by presenting some commonly used models to represent events in neurological recordings, corresponding to the methods described above. We then show how these models can be generalized in order to cope with different types of signal variability, leading to the adaptive waveform learning (AWL) model.

A. Existing models

Let \( \{x_m \} \equiv x_m(t) \in \mathbb{R}^T \}_{m=1}^M \) denote a set of one-dimensional signal epochs (i.e., event-related signal segments) from a single recording channel. Woody’s method [1] assumes an underlying neural event \( d \equiv d(t) \in \mathbb{R}^T \), which occurs across the epochs with variable latencies \( \delta_m \). This leads to

\[
  x_m = d(\cdot - \delta_m) + \epsilon_m, \quad m = 1, \ldots, M, \quad (1)
\]

where we use \( \cdot \) to denote the (implicit) time argument for a compact notation and \( \epsilon_m \equiv \epsilon_m(t) \in \mathbb{R}^T \) describes noise terms. In contrast, PCA [2] and ICA [3] model the neural event through multiple waveform components \( \{d_k \equiv d_k(t)\}_{k=1}^K \) in a linear framework,

\[
  x_m = \sum_{k=1}^K a_{km} d_k + \epsilon_m, \quad (2)
\]

with coefficients \( a_{km} \in \mathbb{R} \). While PCA maximizes the explained variance and imposes orthogonality among the \( d_k \), ICA assumes statistical independence of the components \( d_k \).

Note that while a full PCA/ICA calculates \( K = T \) components, in the applications considered in this paper, we are only interested in the first \( K < T \) waveform components. Combination of models (1) and (2) leads to

\[
  x_m = \sum_{k=1}^K a_{km} d_k(\cdot - \delta_m) + \epsilon_m, \quad (3)
\]

which is the underlying model of dVCA [7]. Note that in the models above, each component waveform \( d_k \) occurs at most once per epoch \( x_m \). In order to include repetitions, we can add another sum over different translations \( \delta_p \) corresponding to the time samples in each \( x_m \).

\[
  x_m = \sum_{k=1}^K \sum_{p=1}^P a_{kpqm} d_k(\cdot - \delta_p) + \epsilon_m. \quad (4)
\]

The set of all \( KP \) translated waveforms may be very large and overcomplete if \( KP > T \). Hence, the coefficients \( a_{kpqm} \) should be sparse, i.e., \( a_{kpqm} = 0 \) for most triplets \((k, p, m)\). This sparse model underlies translation-invariant dictionary learning techniques, where the \( d_k \) are often called kernels or generating functions. The translation-invariant dictionary then contains all shifted versions of these kernels. An example for an application to EEG recordings is reported in [20], where the authors introduce the translation-invariant dictionary learning algorithm MoTIF.

B. AWL model

The idea of the technique presented in this paper is the efficient modeling of the neural events through a small set of kernels \( d_k \) which are sufficiently adaptive to capture the variability across signal epochs. For this purpose, we extend model (4) by including dilations (i.e., linear temporal scaling), which can account, for instance, for changing signal durations and varying frequencies. This yields

\[
  x_m = \sum_{k=1}^K \sum_{p=1}^P \sum_{q=1}^Q a_{kpqm} \frac{1}{\sqrt{\gamma_q}} d_k(\cdot - \delta_p) + \epsilon_m. \quad (5)
\]

Note that the idea of multi-scale approaches in dictionary learning is not entirely new: in [23], the authors learn dictionaries of image patches with blocks of different sizes, and the technique presented in [24] makes use of predefined scale-invariant wavelets. However, in neither approach is the learned dictionary itself scale-invariant.

In model (5), every neural event is represented as an instantiation of a kernel \( d_k \) at a specific temporal location \( \delta_p \) and with a specific duration \( \gamma_q \) and amplitude \( a_{kpqm} \). This is illustrated in Fig. 1. In addition to capturing the waveform amplitudes, the coefficients \( a_{kpqm} \) have a crucial role in selecting the relevant waveforms. That is, each non-zero coefficient \( a_{kpqm} \) denotes an occurrence of a neural event given through \((\delta_p, \gamma_q, d_k)\) in an epoch \( x_m \). It is therefore essential for the coefficients to be sparse, since we do not expect neural events to occur at every possible time instant (or with every possible dilation parameter). The specific way of imposing this sparsity on the coefficients will be treated in the following sections.

We note that model (5), has many unknown parameters (i.e., the kernels \( d_k \), their parameters \( \delta_p, \gamma_q \), and their variable amplitudes \( a_{kpqm} \)), which bears the risk of overfitting the problem and makes interpretation difficult. For the applications considered in this paper, we will therefore never address (5) in its full complexity, but instead specialize it to different settings.
Model abstraction: Before deriving the concrete algorithms to calculate the AWL model parameters, we formulate model (5) in an abstract form

\[ x_m = \sum_{k=1}^{K} \sum_{l=1}^{L} a_{klm} \phi_l(d_k) + \epsilon_m, \quad m = 1, \ldots, M, \quad (6) \]

where the operators \( \phi_l \) may represent translations, dilations, and their compositions, but can also describe more general morphological deformations. Note that the model parameters in (6) that need to be learned are only the coefficients \( a_{klm} \) and the kernels \( d_k \), whereas the finite set \( \{ \phi_l \}_{l=1}^L \) is defined \textit{a priori}. As mentioned above, the non-zero coefficients \( a_{klm} \) thus fulfill the role of selecting the relevant operators \( \phi_l \).

The abstract model (6) has the advantage that the following analysis is not limited to translations and dilations. In fact, we will only require the operators \( \phi_l \) to be (i) linear\(^1\), and (ii) invertible (or at least of high rank). As a result, this analysis will produce an algorithm \textit{template}, which may be used in future work to implement other morphological waveform changes. For example, more general rescaling of the time axis, as addressed in dynamic time warping, may be used to generalize the translations and dilations.\(^2\) In addition to its higher generality, formulation (6) is more compact, which facilitates the following analysis.

Note that there is an indeterminacy in (6) due to scaling ambiguities. In order to capture the waveforms’ energies (i.e., their \( \ell_2 \)-norms) exclusively by the coefficients \( a_{klm} \), we constrain both the operators \( \phi_l \) and the kernels \( d_k \) to be normalized, i.e.,

\[ \| \phi \| = 1 \quad \text{with} \quad \| \phi \| \overset{\text{def}}{=} \max_{\| d \|_2 = 1} \phi(d) \]  
\[ \| d_k \|_2 = 1, \quad (7) \]

where \( \| \cdot \|_2 \) denotes the \( \ell_2 \)-norm. Another indeterminacy consists in the order of the kernels \( d_k \), which will be addressed in the hierarchical learning approach at the end of Section III-A.

\(^1\)Linearity means that \( \phi_l \left( \sum_{k=1}^{K} a_k d_k \right) = \sum_{k=1}^{K} a_k \phi_l(d_k) \) holds for any sets of kernels \( \{ d_1, \ldots, d_K \} \) and coefficients \( \{ a_1, \ldots, a_K \} \). In particular, translations and dilations are linear operations.

\(^2\)Any temporal rescaling can be represented by a linear operator \( \phi \).

III. MINIMIZATION PROBLEM AND PROPOSED ALGORITHMS

Based on model (6), we formulate a minimization problem in order to learn the kernels \( d_k \), as well as their instantiations in the data, given through the coefficient vector \( a \equiv \{ a_{klm} \} \) and the selected operators \( \phi_l \). For this purpose, we first remain in a general setting, resulting in a \textit{template} algorithm which will then be implemented for an epoched signal setting (E-AWL) and a continuous (i.e., non-epoched) setting (C-AWL).

A. AWL template algorithm

As discussed in the previous section, model (6) is only useful for interpretation if the coefficient vector \( a \equiv \{ a_{klm} \} \) is sparse. This sparsity will be induced through the following exclusivity constraint in order to prevent neural events from being detected multiple times by similar instantiated kernels: we impose that an instantiation of a kernel \( d_k \) may exclude certain other instantiations of \( d_k \) (or other similar kernels \( d_{k'} \)) in the same signal \( x_m \), which can be expressed as \( a_{klm} \neq 0 \Rightarrow a_{k'l'm} = 0 \) for appropriate index tuples \((k, k', l, l')\). In Sections III-B and III-C, we will give concrete implementations of this constraint, which we denote as \( C(a) \) throughout this section. Since neural events typically occur with the same polarity within the recordings, it is furthermore reasonable to assume non-negativity of the coefficients \( a \geq 0 \). This reduces the parameter space of the optimization problem, and the following algorithms can ensure this constraint without an increase in computational complexity.

\textit{AWL problem:} First note that the finite set of operators \( \Phi = \{ \phi_l \}_{l=1}^L \) is not directly learned, but instead determined \textit{a priori}, e.g., as the set of permitted translations and dilations. The relevant operators corresponding to the neural events are implicitly selected from this set through the non-zero coefficients \( a_{klm} \). Hence, the unknowns in model (6) are only the coefficient vector \( a \equiv \{ a_{klm} \} \) and the kernels \( d_k \). Taking into account coefficient sparsity and non-negativity as described above, as well as the normalization of the kernels (8), we formulate the minimization problem

\[ \min_{a, \{ d_k \}} \sum_{m=1}^{M} \left\| x_m - \sum_{k=1}^{K} \sum_{l=1}^{L} a_{klm} \phi_l(d_k) \right\|_2^2, \quad (9) \]

\[ \text{s.t.} \quad \| d_k \|_2 = 1 \quad \text{for all} \ k, \quad (10) \]

\[ a \geq 0, \quad C(a), \quad (11) \]

\[ \min_{a, \{ d_k \}} \sum_{m=1}^{M} \left\| x_m - \sum_{k=1}^{K} \sum_{l=1}^{L} a_{klm} \phi_l(d_k) \right\|_2^2, \quad (9) \]

\[ \text{s.t.} \quad \| d_k \|_2 = 1 \quad \text{for all} \ k, \quad (10) \]

\[ a \geq 0, \quad C(a), \quad (11) \]

Note that in the case of \( \Phi = \{ d \} \) this problem is similar to the dictionary learning problem [16], where in our case, sparsity is induced through \( C(a) \). This non-convex joint optimization problem is often solved through alternating minimization: starting with an initial set \( \{ d_k \} \), the coefficients \( a \) and the kernels \( d_k \) are iteratively updated in separate steps. We adopt this alternating framework to account for the operators \( \phi_l \) and the constraints (11), (12).

\textit{Coefficient update:} The coefficient update consists in the minimization of (9)–(12) with respect to the coefficients \( a \), while leaving the kernels \( d_k \) and the operators \( \phi_l \) fixed. The
operators $\phi_l$ can thus be eliminated from the cost function by
applying them to the kernels $d_k$, i.e., by creating the dictionary
$D = \{d_k\}$ with atoms $d_k^{\text{def}} = \phi_l(d_k)$. Since $D$ is fixed and
there are no dependencies of the coefficients $a$ across different
epochs $x_m$, the resulting minimization can be performed
separately for each $x_m$. Hence, for each $m = 1, \ldots, M$, we
have to solve
\begin{equation}
\operatorname{argmin}_{\{a_m\}} \left\| x_m - \sum_{k=1}^{K} \sum_{l=1}^{L} a_{klm} d_k^{l} \right\|^2_2,
\end{equation}
\begin{equation}
\text{s.t. } a \geq 0, \quad C(a).
\end{equation}

While (13) is an ordinary least squares problem, many choices
for the exclusity constraint $C(a)$ result in a problem (13)–
(15) that is non-convex. For its solution, we will make use
of sparse coding techniques. In particular, we shall focus on
matching pursuit (MP) [9] and least angle regression shrinkage
(LARS) [10]. The advantage of MP and LARS is that both
algorithms iteratively select active atoms (i.e., those with non-
zero coefficients) that have maximal dot product with the
data. After each selection step, MP subtracts the contribution
of the activated atom from the current residual signal and
performs the following iteration on the updated residual for
the remaining atoms. In contrast, LARS never fully subtracts
an atom’s contribution. Instead, it keeps track of all activated
atoms and can deactivate a selected atom in a later step. While
in some cases LARS produces better solutions, it also has a
higher computational complexity.

As LARS and MP proceed in successive activation steps,
constraints (14), (15) can easily be ensured: First, we impose
coefficient non-negativity by selecting only atoms which have
positive dot product with the data. For LARS, this variant
is also mentioned in [10]. Second, after each activation of
some coefficient $a_{klm}$, we exclude from later selection those
coefficients $a_{k’lm}$ which would violate $C(a)$.

Note that LARS is typically used to solve the Lasso problem
[25] which includes $l_1$-regularization. In the following Sections
III-B and III-B we will provide concrete implementations
for (13)–(15) and will describe how LARS can be used without
$l_1$-regularization.

Kernel update: Minimizing (9)–(12) for the kernels $d_k$
while leaving the coefficients and the operators fixed is a
convex problem since the constraints (11), (12) only concern
the coefficients $a$. We can efficiently solve it by block
coordinate descent, i.e., by performing loops through the index
set $k \in \{1, \ldots, K\}$ and minimizing for each $d_k$ separately.
For each $k$, we thus have to solve
\begin{equation}
\operatorname{argmin}_{d_k} \sum_{m=1}^{M} \left\| x_m - \sum_{k’=1}^{K} \sum_{l=1}^{L} a_{k’lm} \phi_l(d_{k’}) - \sum_{l=1}^{L} a_{klm} \phi_l(d_k) \right\|^2_2
\end{equation}
while leaving all $d_{k’}$ with $k’ \neq k$ fixed. Since we assume
the operators $\phi_l$ to be linear (cf. Section II-B), we can define
operators
\begin{equation}
\psi_{k’m}^{l} \defeq \sum_{l=1}^{L} a_{k’lm} \phi_l
\end{equation}
and rewrite (16) as
\begin{equation}
\operatorname{argmin}_{d_k} \sum_{m=1}^{M} \left\| x_m - \sum_{k’=1}^{K} \sum_{l=1}^{L} \psi_{k’m}(d_{k’}) - \psi_{km}(d_k) \right\|^2_2.
\end{equation}
The $\psi_{k’m}$ are fixed and known at this point, so we can
differentiate the minimization term with respect to $d_k$ and
write the necessary condition for a minimum. This yields the
closed form solution
\begin{equation}
d_k \leftarrow \left( \sum_{m=1}^{M} \psi_{km}^{l} \psi_{km} \right)^{+} \left( \sum_{m=1}^{M} \psi_{km}^{l} (r_{km}) \right),
\end{equation}
with $\psi_{km}^{l}$ denoting the adjoint operators, $(\cdot)^{+}$ the Moore–
Penrose pseudoinverse, and
\begin{equation}
r_{km} = x_m - \sum_{k’=1}^{K} a_{k’m} \psi_{k’m}(d_{k’})
\end{equation}
the residual of the signal $x_m$ after subtraction of all but
kernel $d_k$’s contribution. The kernel update (18) thus describes
a generalized average over these residuals, with the adjoint
operations $\psi_{km}^{l}(r_{km})$ performing realignments. Invertibility
and numerical conditioning of the operator $\sum_{m=1}^{M} \psi_{km}^{l}\psi_{km}$
are discussed later in the concrete applications.

After numerical convergence of the iterative updates (18),
which we generally observed already after one cycle through
the index set $\{1, \ldots, K\}$, the $d_k$ are normalized in order to
ensure constraint (10). Note that this normalization of the $d_k$
requires a corresponding adjustment of the coefficients, which
is automatically done in the next coefficient update.

Hierarchical learning: Contrary to other dictionary learning
applications where dictionaries are typically large, for the
applications addressed in this paper, we are interested in
learning only a small number $K$ of kernels. This makes it
feasible to hierarchically learn representations of growing
cardinalities $K$: First a representation with a single kernel $d_1$
is learned. Then, a second kernel $d_2$ is initialized and learning
is repeated on the set $\{d_1, d_2\}$. This process is repeated until
a maximal representation size $K_{\text{max}}$ is reached. The advantage
of this approach is that we obtain a set of representations with
different cardinalities, whose comparison can give interesting
insight. In addition, it allows us to determine the optimal
representation size $K$ a posteriori whose choice is often a
difficult task. We only need to ensure that $K_{\text{max}}$ is chosen
sufficiently large, which may depend on the task and the
desired interpretation. For all applications shown in this paper,
we found $K_{\text{max}} = 5$ to be sufficient.

Note that the hierarchical learning approach also provides
an ordering of the kernels, where the last kernels are the ones
most recently added to the learning process. This avoids the
ordering indeterminacy described in Section II-B.
Implementation: The alternating minimization scheme presented above provides the bricks for an algorithm solving (9)–(12). For a concrete implementation, however, it is necessary to make several additional specifications, including (i) the choice of the operators \(\phi_i\), (ii) the exact formulation of the exclusivity constraint \(C(a)\), (iii) the choice between MP and LARS in the coefficient update, and (iv) the initialization of the kernels \(d_k\). The choices for (i)–(iv) should be carefully adapted to the specific applications. This is done for two applications in the following sections, leading to the algorithms E-awl and C-AWL.

Algorithm 1 Hierarchical E-AWL

**Input:** \(\{x_m\}_{m=1}^{M}, \{\delta_p\}_{p=-P}^{P}, K_{\text{max}} \in \mathbb{N}\).

1: for \(K = 1\) to \(K_{\text{max}}\) do
2: Initialize \(d_K\) with white Gaussian noise.
3: loop
4: \(\{a_{kpm}\} \leftarrow \text{COEFF\_UPDATE}\{x_m, \{\delta_p\}, \{d_k\}_{k=1}^{K}\}\).
5: Drop index \(p\), keeping only the non-zero coefficients
6: \(a_{km}\) and their corresponding latencies \(\delta_{km}\).
7: if stopping criterion reached: break.
8: \(\{d_k\} \leftarrow \text{KERNEL\_UPDATE}\{x_m, \{a_{km}\}, \{\delta_{km}\}, \{d_k\}\}\).
9: end loop
10: Save representation \(R_K \leftarrow \{\{a_{km}\}, \{\delta_{km}\}, \{d_k\}\}_{k=1}^{K}\).
11: end for

**Output:** \(R_1, \ldots, R_{K_{\text{max}}}\).

1: procedure COEFF\_UPDATE\{\(x_m, \{\delta_p\}, \{d_k\}\)\}
2: Create a dictionary \(D = \{d^m_k\}\) with \(d^m_k = \chi_{\{\cdots - \delta_p\}\} \).
3: for \(m = 1\) to \(M\) do
4: Solve through LARS-0:
5: \(\{a_{m}\} \leftarrow \arg \min_{a_{m}} \|x_m - \sum_{k=1}^{K} \sum_{p=-P}^{P} a_{kpm}d^m_k | - \delta_p\|_2^2\).
6: s.t. \(a \geq 0\) and \(\forall k : \|a_{k(-p)m,...,a_{kp}m}\|_2 \leq 1\).
7: end for
8: end procedure, return \(a\)

1: procedure KERNEL\_UPDATE\{\(x_m, \{a_{km}\}, \{\delta_{km}\}, \{d_k\}\)\}
2: for \(k \in \{1, \ldots, K\}\) do
3: \(d_k \leftarrow \sum_{m=1}^{M} a_{km}r_m \{\cdots + \delta_{km}\}\), with \(r_m = x_m - \sum_{k' \neq k} a_{km'}(d_{km'} | - \delta_{km'}\).
4: end for
5: for \(k = 1\) to \(K\) do
6: \(d_k \leftarrow \sum_{m=1}^{M} a_{km}r_m \{\cdots + \delta_{km}\}\), with \(d_k = \sum_{m=1}^{M} a_{km} \delta_{km}\).
7: \(d_k \leftarrow d_k / \|d_k\|_2\).
8: end for
9: end procedure, return \(\{d_k\}\)

**B. Epodched AWL**

The general AWL problem (9)–(12) includes the possibility of repeating neural events within a single \(x_m\) by allowing several instantiations of each kernel \(d_k\). In this section, we assume each neural event to occur at most once per signal epoch \(x_m\). In addition, we limit the variability to translations about \(\delta_p \in \{\cdots - \delta_p, \cdots \delta_P\}\) of the kernels. The values for \(\delta_p\) and \(\delta_p\) determine the maximal shifts to the left and right, respectively, and can be used to control the permitted amount of latency variability. The general AWL problem (9)–(12) can now be specialized to

\[
\min_{\{a_{km}\}} \left( \sum_{m=1}^{M} \|x_m - \sum_{k=1}^{K} \sum_{p=-P}^{P} a_{kpm}d^m_k | - \delta_{p}\|_2^2 \right) \quad \text{(19)}
\]

s.t. \(\|d_k\|_2 = 1\) for all \(k\), \(a \geq 0\), \(\|a_{k(-p)m,...,a_{kp}m}\|_2 \leq 1\) for all \(k, m\). (22)

Note that the exclusivity constraint \(C(a)\) is specified by the \(l_0\)-constraint (22) which allows at most one instantiation of each kernel \(d_k\) per epoch \(x_m\).

Now we can use the alternating minimization scheme from the previous section to derive the concrete hierarchical E-AWL algorithm. Its pseudocode is given in Algorithm 1, followed by the routines COEFF\_UPDATE and KERNEL\_UPDATE. In the following, we will discuss this algorithm in detail.

**Kernel initialization:** In order to learn the kernels \(d_k\) blindly with the least possible bias, we suggest random initialization of the \(d_k\) with white Gaussian noise. Alternatively, initial kernels can be extracted from the data or calculated in a preprocessing step, e.g., by performing a PCA or ICA. However, note that due to the non-convexity of the problem, this bears the risk of converging to a local minimum close to the initialization.

**Coefficient update:** The minimization of (19)–(22) w.r.t. the coefficients is summarized in the routine COEFF\_UPDATE, which we solve using a modification of the LARS algorithm denoted as LARS-0. Standard LARS [10] is designed to solve the Lasso problem

\[
\arg \min_{\{a_{m}\}} \left( \sum_{k=1}^{K} \sum_{p=-P}^{P} a_{kpm}d^m_k | - \delta_p\|_2^2 + \lambda \|a\|_1 \right),
\]

with \(\lambda \geq 0\) denoting a regularization parameter and the \(l_1\)-norm being defined as \(\|a\|_1 \triangleq \sum_{k,p,m} |a_{kpm}|\). In fact, a special feature of LARS is its ability to calculate the full regularization path, that is, the solution \(a\) for any parameter \(\lambda \geq 0\). For sufficiently large \(\lambda\), this solution is \(a \equiv 0\). When decreasing \(\lambda\), certain entries \(a_{kpm}\) in the solution vector \(a\) will successively become active, that is, change from zero to non-zero. However, once activated, an entry may become deactivated again on the further regularization path. In our modification LARS-0, we exclude (reinclude) after each activation (deactivation) all entries \(a_{kpm}\), corresponding to translates of the activated (deactivated) kernel, from later activation. This ensures the \(l_0\)-constraint (line 7 in COEFF\_UPDATE) and is illustrated in Fig. 2. The non-negativity constraint (line 6) is implemented by only activating

---

3 This model already proved sufficiently rich for the following epocched applications, and adding dilation invariance did not provide better results. Dilation invariance is therefore explicitly studied only in the continuous setting in Section III-C.
entries $a_{kp\alpha}$ if these become positive, otherwise keeping them zero (cf. Section III-A). Since the problem in lines 5–7 of COEFF_UPDATE does not contain an $l_1$-regularization term, we calculate the regularization path until $\lambda = 0$. While this use of LARS may seem unconventional, it has two important advantages: (i) While the unconstrained problem in line 5 of COEFF_UPDATE could also be solved by an ordinary least squares solver, ensuring the additional constraints in lines 6,7 is non-trivial, but can be conveniently handled in LARS’s regularization path. (ii) When considering only the least squares problem in line 5, following the LARS path until $\lambda = 0$ does in fact provide the exact solution, whereas matching pursuit (MP) would only calculate an approximation.

Kernel update: As ensured by constraint (22), there is maximally one non-zero coefficient $a_{kp\alpha}$ per epoch $x_m$ and kernel $d_k$. We can thus drop the index $p$, denoting by $d_{km}$ only the non-zero coefficients and by $\delta_{km}$ the corresponding latencies. The operators $\psi_{k'}$ defined in the previous section in (17) thus reduce to

$$\psi_{k'm}(d_k') = a_{k'm}d_k'(-\delta_{k'})$$

Since translations are orthogonal operators, we have $\psi_{k'm}, \psi_{k'} = a_{k'm}, \text{id}$, and the update formula (18) furthermore simplifies to

$$d_k \leftarrow \left( \frac{1}{\sum_{m=1}^{M} a^2_{km}} \right) \sum_{m=1}^{M} a_{km}r_{km} \cdot + \delta_{km}$$, where

$$r_{km} = x_m - \sum_{k' \neq k} a_{k'm}(d_{k'}(-\delta_{k'}))$$

resulting in realigned averages of the residual signals $r_{km}$.

Note that the absolute temporal positions of the kernels are arbitrary in the sense that we could obtain an equivalent representation by slightly shifting a kernel $d_k$ and correspondingly adjusting the detected latencies $\delta_{km}$. In order to lift this indeterminacy, we fix the absolute position of each kernel through the alignment

$$d_k \leftarrow d_k(-\delta_k), \quad (23)$$

where

$$\delta_k \equiv \sum_{m=1}^{M} a_{km}\delta_{km} / \sum_{m=1}^{M} a_{km}$$

describes the weighted mean of the previously detected shifts $\delta_{km}$. The new position of the kernel $d_k$ thus represents the mean latency of its instantiations, ensuring that it can make optimal use of the permitted latencies $\{\delta_{p}, \ldots, \delta_P\}$.

Suppose, to the contrary, that a kernel $d_k$ is shifted to the left in most of its instantiations (resulting, e.g., from random initialization). Then $d_k$ would not be able to detect events located on the extreme left, i.e., farther than the maximally allowed shift $\delta_p$. This issue can be improved through the realignment (23).

As before, the kernel updates conclude with normalization in order to meet constraint (20). The steps above are summarized in the procedure KERNEL_UPDATE.

Note that the kernel realignment and normalization need to be compensated by making corresponding adjustments to the latencies $\delta_{km}$ and the coefficients $a_{km}$, respectively. This is automatically done in the next coefficient update in Algorithm 1, which is why the stopping criterion is placed below the routine COEFF_UPDATE rather than KERNEL_UPDATE.

C. Continuous AWL

In many applications, the epoched trials addressed in the previous section result from the segmentation of a continuous signal. Such an epoching step can be problematic, especially if the latencies of the neural events are not exactly known or if their waveforms overlap. Therefore, we now present an approach for directly processing a single continuous signal that contains repetitions of neural events.

In the present setting, we will consider both translations and dilations. By making the appropriate specializations to the general AWL problem (9)–(12), we obtain

$$\min_{a_k, \{d_k\}} \frac{1}{2} \left\| x - \sum_{k=1}^{K} \sum_{p=1}^{P} \sum_{q=1}^{Q} a_{kpq} \sqrt{\gamma_p} d_{kp}(\cdot - \delta_{p}) \right\|_2^2$$

s.t. $\|d_k\|_2 = 1$ for all $k$,

$$a_{kpq} < \rho \implies a_{kpq} = 0 \quad \text{for all } k, p, q.$$ (25)

$$a_{kpq} \neq 0 \implies a_{kpq'} = 0 \quad \text{if } |\delta_{p'} - \delta_p| < \Delta.$$ (26)

We note that $x$ now denotes a single long signal, whereas the kernels $d_k$ are defined on shorter domains. Each translation $d_k \mapsto d_k(-\delta_p)$ is thus implemented by shifting $d_k$ to the time point $\delta_p$ in the signal domain and then zero-padding. Contrary to the previous section where we limited the maximal shifts $\delta_p$ and $\delta_p$, we now include translations $\{\delta_1, \ldots, \delta_P\}$ over the entire signal $x$, allowing kernels to be instantiated at any time sample. We use logarithmically spaced dilations $\gamma_q \in \{\gamma - Q, \ldots, \gamma\}$, with maximal compression and stretch given by $\gamma - Q$ and $\gamma Q$, respectively.

Note that we replaced coefficient non-negativity by the stronger constraint (26) with a given threshold $\rho > 0$. This ensures that events are only detected if the corresponding kernels have sufficiently large correlation with the data.

The constraint (27) implements the exclusivity constraint $C(a)$ for this case. It ensures that different instantiations of a kernel do not fully overlap: with $l$ denoting the length of the kernels, the maximally allowed overlap is $(l - \Delta)/l$. This overlap limitation is frequently used in translation-invariant dictionary learning (see for instance [19]) and is due to the fact that waveforms which are slightly shifted are similar to themselves, i.e., have high dot product. Without controlling
Algorithm 2 Hierarchical C-AWL

Input: \( x, \{ \delta_p \}_{p=1}^P, \{ \gamma_q \}_{q=Q}^Q, 0 < \alpha < 1, K_{\text{max}} \in \mathbb{N} \).
1: \textbf{for} \( K = 1 \) to \( K_{\text{max}} \) \textbf{do}
2: \quad Initialize \( d_K \) with data segment in \( x \).
3: \quad \textbf{loop}
4: \quad \quad \textbf{a} \leftarrow \text{COEFF\_UPDATE}(x, \{ \delta_p \}, \{ \gamma_q \}, \{ d_k \}_{k=1}^K, \alpha).
5: \quad \quad \text{if} \text{ stopping criterion reached: } \text{break}.
6: \quad \quad \{ d_k \} \leftarrow \text{KERNEL\_UPDATE}(x, a, \{ \delta_p \}, \{ \gamma_q \}, \{ d_k \}_{k=1}^K).
7: \quad \textbf{end loop}
8: \quad \text{Save representation } R_K \leftarrow (a, \{ \delta_p \}, \{ \gamma_q \}, \{ d_k \}_{k=1}^K).
9: \textbf{end for}

Output: \( R_1, \ldots, R_{K_{\text{max}}} \).

1: \textbf{procedure} COEFF\_UPDATE(x, \{ \delta_p \}, \{ \gamma_q \}, \{ d_k \}, \alpha)
2: \quad \text{Create } D = \{ d_k^p \} \text{ with } d_k^p = \frac{1}{\sqrt{w_k}} d_k \left( \frac{1}{\sqrt{q}} \cdot -\delta_p \right).
3: \quad \text{if } \max(d_k^p, x) < 0 \text{ : set } d_k^p = -d_k^p, d_k = -d_k, \forall k, p, q.
4: \quad \text{Set } \lambda = \alpha \cdot \max_{k,p,q}(d_k^p, x).
5: \quad \text{Initialize } a = 0, I = \{ (k, p, q) \}_{k,p,q}. \text{ if } r = x.
6: \quad \textbf{while } I \neq \emptyset \textbf{ do}
7: \quad \quad (k, q, p) = \text{argmax } (d_k^p, x).
8: \quad \quad \text{if } (d_k^p, r) < \lambda \text{ : break}.
9: \quad \quad \text{Refine dilation } \gamma_q.
10: \quad \quad a_{k,p,q} \leftarrow (d_k^p, r).
11: \quad \quad r \leftarrow r - d_k^p a_{k,p,q}.
12: \quad \quad I \leftarrow I \setminus \{ (k, p, q) \}, |\delta_p - \delta_p| < \Delta, -Q \leq q \leq Q,
13: \quad \textbf{end while}
14: \textbf{end procedure}, return \( a \) (and \{ d_k \} if sign changed, line 3)

1: \textbf{procedure} KERNEL\_UPDATE(x, a, \{ \delta_p \}, \{ \gamma_q \}, \{ d_k \})
2: \quad \textbf{for} \( k = 1 \) to \( K \) \textbf{do}
3: \quad \quad d_k \leftarrow (\psi_k^a)^+ (\psi_k^a (r_k)), \text{ where}
4: \quad \quad r_k = x - \sum_{k' \neq k} a_{k',\gamma}(d_{k'}), \text{ and}
5: \quad \quad \psi_k^a(d_k') = \sum_{p=1}^P \sum_{q=Q}^Q a_{k',\gamma}(d_k') \left( \frac{1}{\sqrt{q}} \cdot -\delta_p \right).
6: \quad \quad \text{Align } d_k \text{ w.r.t. prominent landmark.}
7: \quad \quad d_k \leftarrow \frac{1}{\sqrt{\gamma_k}} d_k \left( \frac{1}{\sqrt{q}} \right), \text{ where}
8: \quad \quad \gamma_k = \sum_{p=1}^P \sum_{q=Q}^Q |a_{k,p,q}| \sum_{p=1}^P |a_{k,p}|.
9: \quad \quad d_k \leftarrow d_k / \| d_k \|_2.
10: \quad \textbf{end for}
11: \textbf{end procedure}, return \{ d_k \}

Kernel initialization: In the continuous case, we generally initialize the kernels with predefined templates. This is necessary because the latencies of the neural events are entirely unknown, making their correct detection a more difficult task than in the episodic case. Thus, initializing with Gaussian noise would bear the risk of only detecting random structures in the data. For the processing of the dataset in Section V, we initialized the kernels with epileptiform spikes taken directly from the data.

Coefficient update: For a long signal \( x \) with high sampling rate, the set of possible latencies \{ \delta_1, \ldots, \delta_P \} is large, making calculation with LARS impractical. In the continuous setting, we thus use MP for the coefficient updates, which we find to yield very good results in the continuous case. This is due to the fact that when processing a long signal, most of the instantiated kernels have mutually non-overlapping support and thus vanishing dot product. In addition, the constraint (27) further limits the overlap between instantiated kernels. Since MP is exact for orthogonal dictionaries, the error commited by MP is thus relatively low in the present setting.

Our MP implementation as described in COEFF\_UPDATE successfully searches for atoms \( d_k^p \) that have maximal dot product with the current data residual and subtracts their contribution. It stops when the dot product of every remaining atom with the data is less than the threshold \( \rho \) from (26). To facilitate the choice of \( \rho \), we define it as a fraction \( 0 < \alpha < 1 \) of the maximal dot product of all atoms \( d_k^p \) with the signal \( x \). The parameter \( \alpha \) should be chosen dependent on the signal-to-noise ratio (SNR), in order to avoid noise fitting. Note that constraint (27) is enforced through the index set \( I \) in COEFF\_UPDATE, which controls the indices of the permitted atoms \( d_k^p \).

Note that the dilations are more costly to implement than translations (see Section III-D), and directly using a fine resolution \( \gamma_{Q+1}/\gamma_q \) would be computationally infeasible. Hence, we suggest a multi-resolution approach, initially using a coarse resolution of the set \{ \gamma_{Q}, \ldots, \gamma_Q \}. After each activation of an atom \( d_k^p \) in line 7 of COEFF\_UPDATE, we then refine the corresponding dilation factor \( \gamma_q \) (noted in line 9).

Kernel update: The kernel update is performed by block coordinate descent as described in Section III-A. Now, the operator \( \psi_k^a \) from (17) is given by

\[
\psi_k^a(d_k') = \sum_{p=1}^P \sum_{q=Q}^Q a_{k',\gamma}(d_k') \left( \frac{1}{\sqrt{q}} \cdot -\delta_p \right),
\]

which defines a convolution with a “stretchable” kernel. The update formula (18) reduces to

\[
d_k \leftarrow (\psi_k^a)^+ (\psi_k^a (r_k)), \text{ where}
\]

\[
r_k = x - \sum_{k' \neq k} a_{k',\gamma}(d_{k'}).
\]

Hence, the kernel updates are given by a sort of deconvolution of the residual signals \( r_k \). The conditioning of the operators \( \psi_k^a \) strongly depends on the differences between detected latencies, which can be controlled by the parameter \( \Delta \) above.

In case of a poor condition number, regularization should be
considered. However, this did not occur in our experiments, as we chose \( \Delta \) sufficiently large.

As in Section III-B, we lift an indeterminacy in the model by realigning the kernels. While we previously used the mean latency across the different epochs for the realignment, this approach is not applicable to the continuous setting where we only have one signal \( x \). Instead, we suggest to align kernels with respect to a prominent landmark, such as the absolute peak of a spike, as done in the following applications.

In addition, the learned kernels should represent the mean duration of their instantiations in the data, in order to make optimal use of the permitted dilations \( \{\gamma_Q, \ldots, \gamma Q\} \), cf. comment after (23). Hence, the following rescaling is applied:

\[
d_k \leftarrow \frac{1}{\sqrt{\bar{\gamma}_k}} d_k \left( \frac{1}{\bar{\gamma}_k} \right),
\]

where \( \bar{\gamma}_k \) is the geometric mean of the dilations used in the instantiations of \( d_k \).

As before, the kernel update is concluded by normalizing each \( d_k \). The steps above are summarized in the routine `KERNEL_UPDATE`.

D. Implementation details

Both LARS and MP are based on the dot products between the atoms and the data. In case of translated kernels \( d_k(-\delta_p) \), this requires the computation of cross-correlations which can be efficiently calculated through the fast Fourier transform. This efficient calculation allows us to use a resolution \( \delta_p = 1/2^p \) equal to the sampling resolution of the signals (both for E-AWL and C-AWL).

Dilations were implemented by resampling the discrete signals using linear interpolation; in the downsampling cases, we previously applied an anti-aliasing filter. This implementation means significantly higher computational costs than for translations. In order to still maintain a high resolution between different dilations in \( \Phi \), we used the multi-resolution approach described in the coefficient update in Section III-C.

Both E-AWL and C-AWL have been implemented in C++ with MATLAB interface (mex-files). The code for these implementations and the following experiments are freely available at https://github.com/hitziger/AWL.

IV. SYNTHETIC EXPERIMENTS

We use simulated data to evaluate the capability of the E-AWL algorithm to identify three kernels from a set of signals in the presence of amplitude and latency variability as well as noise. The results are compared to those obtained by the translation-invariant dictionary learning algorithm MoTIF and independent component analysis (ICA). The performance of C-AWL is demonstrated on real data in the next section.

A. Data generation

We started by defining \( K = 3 \) kernels, representing 5-second long signals with 100 Hz sampling rate. They include both transient and oscillatory waveforms (see Fig. 3). These kernels were used to create 200 signal epochs (or trials) according to the E-AWL model underlying the minimization problem (19)–(22). Amplitudes and latencies were drawn independently for each kernel from Gaussian distributions with respective means 1 and 0, and respective standard deviations \( \sigma_a \) and \( \sigma_\delta \) specified in the following paragraphs. Negative amplitudes were discarded to ensure constraint (21). We simulated pink noise with a \( 1/f \)-shaped power spectrum, which is typical for neural background activity. We varied the standard deviation \( \sigma_x \) of the noise throughout the simulations, resulting in different signal-to-noise ratios (SNR) defined as \( 20 \log(\sigma_x/\sigma_\epsilon) \) [dB], with \( \sigma_x \) the standard deviation of the simulated (noiseless) signals. Fig. 4 shows three examples of generated trials with different levels of pink noise. Note that the level of latency jitter \( \sigma_\delta \) here is very low and therefore hardly visible.

B. Compared methods

The 200 generated signals were processed with MoTIF, ICA, and E-AWL to recover the underlying kernels. In order to be able to compare to the original kernels, we considered the number \( K \) to be known \textit{a priori}.

Like hierarchical E-AWL, the translation-invariant MoTIF algorithm [20] proceeds by incrementally learning the different kernels. In each such step, the new kernel to be learned is constrained to have minimal cross-correlation with all previously learned kernels, to avoid recovering the same kernel multiple times. In contrast to E-AWL, however, the hierarchy in the approach is strict in the sense that after a kernel is calculated, it is not altered anymore while learning the next kernels. This implies a severe drawback of MoTIF: the first learned kernel naturally captures the maximal variance in the data and is therefore susceptible to contain a linear combination of the
original kernels, which cannot be corrected in a later step.

For the present comparison, we used the original MATLAB
implementation provided to us by the authors of [20]. In order
to avoid edge effects, we employed zero-padding at both ends
of each trial.

ICA was calculated using the Matlab software package
FastICA\(^4\) described in [26]. As suggested by the authors, we
performed a PCA prior to the ICA, in order to whiten the data
and reduce its dimension.

E-AWL was implemented according to Algorithm 1. We
used two different initializations to compare their impact on
the learned kernels: (i) random Gaussian noise and (ii) the
kernels obtained with ICA. To distinguish these two initiali-
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zations, approach (ii) is denoted as ICA + E-AWL.

For both MoTIF and E-AWL, we allowed translations
\(\{\delta_p, \ldots, \delta_P\}\) ranging from \(-0.1\) to 0.1 seconds, with a
resolution \(\delta_{p+1} - \delta_p\) equal to the sampling period (0.01 s).

C. Kernel distances

In order to quantify the methods’ performances, we defined
a distance between the original kernels and the calculated ones.
For this purpose, let \(\vec{e}\) first denote the distance between two
normalized kernels \(d\) and \(\tilde{d}\), given by

\[
\vec{e}(d, \tilde{d}) = \sqrt{1 - \max_t \sum_{\tau} d(\tau) \tilde{d}(\tau + t)}.
\]

This distance generalizes the one proposed in [27] by replacing
the dot product between kernels by the maximal value of
their cross-correlation, thus providing for a shift-invariant
measure (see also [28]). Note that the use of the absolute
value furthermore yields sign-invariance. Both properties are
important in the present setting, due to indeterminacies in
relative latencies and signs of the calculated kernels. Another
indeterminacy consists in the order of the learned kernels,
which needs to be accounted for when extending \(\vec{e}\) to measure
the distance between kernel sets. For this purpose, let \(\mathcal{P}(K)\)
denote the set of permutations of \(\{1, \ldots, K\}\). For two sets of
normalized kernels \(\{d_k\}\) and \(\{\tilde{d}_k\}\), we can now define

\[
\varepsilon(\{d_k\}, \{\tilde{d}_k\}) \overset{\text{def}}{=} \min_{\pi \in \mathcal{P}(K)} \frac{1}{K} \sum_{k=1}^{K} \vec{e}(d_k, \tilde{d}_{\pi(k)}) \in [0,1].
\]

The calculation of \(\varepsilon\) can thus be described as finding a pairing
of the kernels \(\{d_k\}\) with the \(\{\tilde{d}_k\}\) such that the average
distance between all of these pairs is minimal. Note that in our
applications, the number \(K\) of kernels is small, such that
brute-force minimization over \(\mathcal{P}(K)\) is a feasible task.

Due to its invariance properties, \(\varepsilon\) is only a pseudo-metric
since the separability axiom does not hold. For more informa-
tion on dictionary metrics, see for instance [27].

D. Quantitative comparisons

We investigate the effects of varying kernel amplitudes and
latencies, as well as different noise levels on the performances

\(^4\)http://research.ics.aalto.fi/ica/fastica/
varying latencies, but even makes use of them to properly separate the kernels. When using ICA initialization, E-AWL is susceptible to getting stuck in a local optimum close to this initialization, hence the kink in the ICA+E-AWL curve around \( \sigma_\delta = 0.1 \). MoTIF slightly improves for large latency jitter, which helps it to separate the kernels. However, compared to E-AWL the error stays large. In fact, we found that even when MoTIF was able to correctly identify the first kernel, the second and third learned kernel did not well represent the originals. This is due to the minimal correlation constraint imposed by MoTIF (cf. Section IV-B), which does not well characterize the original kernels.

4) Varying SNR: Finally, performance for different levels of pink noise was studied. The corresponding errors \( \varepsilon \) for increasing SNR are shown in the lower right panel of Fig. 5. For low SNRs, ICA shows a slightly more robust performance than E-AWL. This results from E-AWL’s greater risk of fitting noise due to its variable latency parameter. Above 4 dB, however, E-AWL steadily improves contrary to ICA, which cannot compensate for the latency variability \( \sigma_\delta \). E-AWL’s difficulty to cope with high levels of pink noise will become clearer in the following qualitative comparison. Interestingly, for low SNR, E-AWL’s performance does not depend on the initialization, which may be due to the fact that the results from ICA are of similarly low quality. MoTIF improves only minimally for increasing SNR as its error originates mainly from its inability to separate the waveforms and not from the signal quality.

E. Qualitative comparison

For a qualitative comparison, we generated two sets of trials with medium amplitude variability (\( \sigma_a = 0.3 \)), small latency variability (\( \sigma_\delta = 0.01 \)), and pink noise with resulting SNRs of 5 dB and −5 dB, respectively. Three randomly chosen trials are displayed in Fig. 4, the respective rows show original and noisy signals (see caption). The kernels recovered with MoTIF, ICA, and E-AWL are shown in Fig. 6.

The left half of Fig. 6 shows the learned kernels in the case of high SNR. The first kernel calculated with MoTIF (first row) shows a linear mixture of the true kernels (Fig. 3). Since MoTIF learns the kernels strictly hierarchically, this kernel is not corrected when learning the next kernels. The second and third kernels learned by MoTIF do not strongly resemble the original kernels. ICA correctly learns the first original kernel but produces two versions with different phases, resulting from its incapacity to compensate for the latency jitter. In addition, it is not able to correctly separate the second and third original kernels but instead produces a mixture. E-AWL correctly separates all three waveforms. It does so even when initialized with the suboptimal ICA components (last row). However the third learned kernel shows some small baseline change, resulting from fitting low frequencies of the pink noise.

In case of high contamination with pink noise (right half of Fig. 6), MoTIF yields similar results as for high SNR, showing it to be robust against noise. For ICA, the first two kernels are similar to those learned in the high SNR setting. The third kernel, however, seems to capture some low-frequency noise from the pink noise contamination. The kernels learned with E-AWL show strong contaminations with low-frequency noise. E-AWL’s ability to compensate for varying latencies makes it susceptible to fitting the low frequency components in the pink noise. Even when initialized with the ICA kernels, E-AWL still strongly picks up this noise.

V. APPLICATIONS TO NEUROLOGICAL SIGNALS

In this section, we demonstrate the usefulness of the AWL framework as a data exploration tool capable of producing compact and insightful representations. For this purpose, we apply AWL to a neuroelectrical recording containing epileptiform discharges or spikes using two approaches. The first approach requires a prior segmentation step to produce a set of short signal epochs which are then processed with E-AWL. Such an epoched approach is frequently used in neurological signal processing and allows us to compare to other methods that require multiple input signals, such as ICA and MoTIF. Finally, we demonstrate how the single, continuous (i.e., non-epoched) recording can be directly processed with C-AWL and illustrate the complementary benefits of this second approach.

A. Data acquisition

In an animal model of epilepsy, an electrode was placed in the cortex of a Wistar-Han rat for measuring local field
As can be seen in Fig. 7, the spiking activity changed throughout the recording, with periods of high and low spiking densities and different spike amplitudes. However, the exact spike shapes and their evolution across the dataset cannot be directly seen in this plot. Therefore, the goal of the following analysis was to obtain a compact representation of this LFP dataset, which could provide insight into the spike shapes as well as their variable parameters, such as amplitudes, durations, and spiking rates.

B. Epoched processing

In the first approach to process the LFP signal, 169 spikes with at least 10-second inter-spike intervals (peak-to-peak) were manually selected and segmented into 10-second time windows, centered around the spikes. The time windows were chosen relatively large w.r.t. the duration of the spikes in order to possibly recover other signal structures in their vicinity. In fact, the identification of an oscillatory artefact as shown in the following paragraphs would not have been possible on short epochs. Fig. 8 shows seven sample epochs, as well as the average over all 169 epochs.

Fig. 6: Kernels recovered from trials contaminated with pink noise (Fig. 4). For high SNR of 5 dB (left), E-AWL shows best performance and correctly identifies the three original kernels (Fig. 3), both for initialization with random noise (third row) and with ICA (bottom row). MoTIF (top row) and ICA (second row) do not separate all kernels correctly. For low SNR of -5 dB (right), the performances of MoTIF and ICA only slightly worsen w.r.t. the high SNR setting. The kernels learned with E-AWL, however, show strong contamination with low-frequency noise.

Fig. 8: The first seven plots show sample epochs from the 169 epoched data segments (original order in data maintained). The average over all 169 epochs is plotted in the bottom right. It is apparent that spikes are changing throughout the dataset, decreasing in duration and amplitude. Note that for better visualization only 3 seconds of the 10-second long epochs are shown.

Fig. 9: Kernels learned with E-AWL from 169 spike epochs (Fig. 8). Each of the first five rows corresponds to one set of normalized kernels obtained in the hierarchical learning approach. Note that only the central 3 seconds of the 10-second long kernels are shown. The two bottom rows show the representations learned non-hierarchically, using white Gaussian and ICA initialization, respectively. The last column shows the coefficients of each kernel (row) used in each epoch (column); light colors correspond to large values. The red curve under each kernel shows the distribution of latencies used for this kernel across epochs. Note that these distributions are shifted 0.5 seconds to the right for better visualization, avoiding overlaps with the spikes.
of Fig. 9 and consists of the $K$ kernels (black signals), their latency distributions (red curves below the kernels), and their coefficients across the epochs (grey values in the last column, see caption). The two bottom rows show the representations learned with non-hierarchical approaches, where the kernels were initialized with Gaussian noise and with ICA, respectively. Note that only 3 seconds of the 10-second long kernels are shown as the remainders of the kernels did not contain any interesting information.

For $K = 1$, the resulting kernel is simply a weighted average across epochs and resembles the average spike shown in Fig. 8. In fact, since the prior manual epoching step accurately aligned spikes across epochs, this kernel’s latency changes were negligible, as reflected by the sharply peaked latency distribution. Adding a second kernel results in two spike components (second row). Only after learning the third kernel does an entirely new, oscillatory waveform appear. These oscillations were later identified to be an artefact from the recording device. With the fourth and fifth learned kernels, the spike is further refined into different components. While all kernels representing spike components almost always have zero latency, the oscillatory kernel takes different latencies mainly in a range of about 1 second, corresponding to its period. This dispersed latency distribution indicates the independence of the waveform’s phase w.r.t. the positions of the spikes.

Comparing the last three rows of Fig. 9 shows that the kernels produced by E-AWL differ depending on the learning approach (hierarchical vs. non-hierarchical) and the used initialization (random vs. ICA). However, the results are qualitatively similar, each containing four spike components and one periodic waveform.

The learned kernel coefficients (last column of Fig. 9) provide insight into the evolution of the spikes across the recording. For $K = 1$, the coefficient profile shows decreasing energy across the epochs. Interestingly, for $K = 2$, the coefficients of the second learned spike component (second row) only take non-zero values after the first 60 epochs, indicating a sudden change in the spike shape. For $K > 2$, the coefficient profiles reveal even more detailed structural information about the spike’s evolution. These profiles may be taken as an indicator for the optimal number of kernels to be learned: while the profiles for $K < 4$ look relatively smooth, we see more frequent changes in the coefficients for $K = 5$, possibly indicating a slight overfitting. Note that the coefficients of the oscillatory kernel remain relatively constant throughout all epochs, indicating a time-independent periodic activity.

**Comparison to MoTIF and ICA:** The hierarchical E-AWL representation for $K = 5$ was compared to those produced by MoTIF and ICA. For MoTIF the same latency tolerance of ±2 seconds was used as in E-AWL. Fig. 10 shows the kernels and coefficients learned with MoTIF, ICA, and E-AWL, respectively. All three methods appear to produce spike components, however, only ICA and E-AWL also recover an oscillating waveform. E-AWL produces a more accurate representation of this oscillatory signal component: First, it captures the oscillations in a single kernel, while ICA represent the different phases of the oscillations through linear combinations of the differently shifted sinusoidal kernels 4 and 5. Second, these sinusoidal functions only capture the fundamental frequency of the oscillations and do not show the distinctive pointy shape of the oscillatory waveform clearly visible in the E-AWL representation. Third, only E-AWL clearly separates the oscillatory waveform from the spike components, while the sinusoidal kernels of ICA contain spike artefacts.

Note that the original kernels learned with MoTIF contained the spike components at arbitrary temporal locations, due to the translation-invariance in the approach (we only aligned them here for better visualization).

The learned coefficients (last column of Fig. 10) also reveal important differences between the three methods. For MoTIF, we can observe very similar coefficient profiles for most kernels. Only the second kernel shows a very low profile, suggesting that it does not well capture an actual pattern in the data. In fact, the shape of the kernel seems to contain artefacts, possibly resulting from MoTIF’s maximal decorrelation constraint (cf. Section IV-B). In the case of ICA, the first three kernels are active together in the first half of the epochs. The coefficient profile of E-AWL appears more contrasted and provides a detailed structuring of the epochs.

For a quantitative comparison, we calculated the distances $\varepsilon$ as defined in (28) between the kernel sets learned with MoTIF, ICA, and the three different E-AWL approaches (hierarchical and random vs. ICA initialization). These distances are visualized in the matrix in Fig. 11. The MoTIF kernels have the largest distance to the kernels obtained with the other methods. The smallest distances are found between the different E-AWL approaches.

**C. Continuous processing**

The epoched approach above suffers from several drawbacks. First, the manual epoching is time-consuming and would not be feasible for a larger set of recordings. Second, this approach requires spikes to be well isolated, which was only the case for a small subset of spikes in the given data. We now demonstrate how the recording can be processed with C-AWL without prior epoching.
For the kernels, we used 1.5-second long time windows. We set the parameter $\Delta = 0.2$ seconds (cf. Section III-C), resulting in a maximal overlap between kernel instantiations of 87%. This constraint prevented spikes from being detected multiple times. At the same time, $\Delta$ was chosen small enough to still allow the detection of spikes in close succession.

The relative correlation threshold was set to $\alpha = 0.1$. For the presented dataset, which had a high SNR, the small value for $\alpha$ allowed us to even detect low-amplitude spikes. In cases of lower SNR, $\alpha$ should be chosen larger to avoid noise fitting.

We applied C-AWL in two different ways to explain the spike variability: (1) using a multi-class model with different constant kernels $d_k$ and (2) using a single-class model with one kernel $d$ of adaptive duration. Note that both are special cases of the C-AWL model. We found that using different kernels and variable duration in a single approach provided too many parameters to describe the spike variability and led to redundancies in the representation.

In order to verify the performance of both approaches, the spikes were first detected manually ($n = 520$) and their temporal locations were compared to the ones detected with C-AWL. Note, however, that the main objective of this section is to demonstrate the qualitative advantages of C-AWL compared to the epoched approach from Section V-B. For a more exhaustive quantitative evaluation we refer the reader to Chapter 6 in [30], where C-AWL is compared to template matching in terms of detection performance for different noise levels.

1) Multiple kernels of constant durations: We learned hierarchical representations with $K = 1, \ldots, 5$ kernels using Algorithm 2 without dilation-invariance. Here, we only analyze the representation for $K = 5$, which is illustrated in Fig. 12. The five learned kernels are shown in the upper left plot, where they are scaled with the average coefficients of their respective occurrences in the data. Note that the time window was chosen sufficiently large to learn not only the first negative wave but also the slow positive wave following it. We can see that the spike classes represented by the kernels differ mainly in duration and average amplitude. The plot on the right shows the negative waves of the learned kernels plotted on top of the respective spikes they represent in the recording. Note the sharp kink around 0.03 seconds in the first three kernels, which can also be observed in the real spikes and gives evidence of the good time resolution properties of C-AWL.

The coefficients of the 518 detected spike occurrences are plotted in time across the recording in the middle left of Fig. 12, the colors correspond to the different kernels. We see an overall decrease in spike energy to about one third of the initial energy towards the end of the recording. This is more than the decrease of the spike peaks from about $-700 \, \mu V$ to $-400 \, \mu V$, which we can observe in the original recording in Fig. 7. This suggests that the decreasing spike energies result not only from their different amplitudes but also their different durations. Besides the global decrease, the coefficient plot shows well-separated clusters corresponding to the spike classes, which provides an interesting structuring of the dataset. Around 0, 700, 1250, and 1950 seconds, we can see clusters of slightly smaller coefficients. These correspond to the periods of dense spiking activity, which can be directly observed in the original recording in Fig. 7.

The relationship between the spike coefficients (i.e., their $l_2$-norms) and the spiking density becomes even clearer from the lower left of Figure 12, where we plotted each coefficient against the inter-spike delay w.r.t. the preceding spike (log scale). We can observe that the coefficients are larger for longer inter-spike intervals, suggesting that the system requires some time to regain its full spiking potential after each spike. In fact, the dashed line clearly shows this maximal spiking potential as a function of the inter-spike intervals.

Comparison with the manually detected spikes showed that all 518 spikes were true positives. Only 2 spikes were missed by the C-AWL algorithm, i.e., 100% precision and 99.6% recall.

Note that the processing of the recording with C-AWL using different kernels of constant durations showed to result in a combined spike detection and clustering algorithm. This is similar to an approach recently proposed in [31]. However, the latter algorithm requires the choice of several correlation and feature thresholds for spike detection, whereas C-AWL uses only the correlation threshold $\alpha$. Another advantage of C-AWL is the possibility to describe the spike variability directly through a dilation parameter, as demonstrated in the following.
spike coefficients $\gamma_q$, using only a single kernel $d$, i.e., setting $K = 1$ in Algorithm 2. We used the multi-resolution approach (cf. Section III-C) with a total of 761 logarithmically sampled dilation parameters $\gamma_{Q_1, \ldots, Q_d}$ and a maximal relative stretch of $\gamma_{Q_1/\gamma_{Q_2}, \ldots, \gamma_d}$, which resulted in a fine resolution of $\gamma_{Q_{d+1}}/\gamma_d = 1.0027$.

The resulting spike representation is shown in Fig. 13. The learned kernel $d$, scaled with the mean duration and amplitude of its instantiations, is plotted in the upper left. The top of the right plot shows the kernel superposing the detected spikes. Below are some spike samples, superposed by the corresponding instantiations of the kernel $d$. Thanks to its variable duration and amplitude, these instantiations match most of the spikes very well. Note that similarly to the previous multi-class model, a little kink before the negative peak is visible in the learned kernel.

The coefficients and the durations $\gamma_q$ of the 518 detected spikes are shown in the middle and lower left, respectively. Both profiles look very similar, indicating that the decrease in spike energy can be explained mostly through the decreasing durations, rather than the smaller decrease in spike amplitudes (cf. Fig. 7).

The 518 detected spikes were the same as those detected in the multi-class model, hence the same precision of 100% and recall of 99.6%.

VI. CONCLUSION

The framework proposed in this paper, adaptive waveform learning (AWL), provides a general neurophysiological signal model as well as two concrete algorithms for processing epoched (E-AWL) and continuous single-channel recordings (C-AWL). Through the explicit modeling of waveform variability, AWL is capable of capturing variations across the recorded neural events, such as different amplitudes, latencies, and dilations.

The application to recorded local field potentials (LFP) containing epileptiform discharges showed the capability of both E-AWL and C-AWL to learn interesting data representations. In fact, due to their complementary approaches, the two algorithms provided very different insights into the recording: Using previously epoched spike segments, E-AWL produced detailed decompositions of the spikes into several components. In addition, it revealed a hidden oscillatory artefact in the data. In turn, C-AWL did not require the time-consuming epoching step but was able to automatically detect the spikes in the continuous signal. This gave a more complete representation of the dataset since C-AWL detected even close spike occurrences, which had to be omitted in E-AWL. In summary, E-AWL proved capable of revealing the patterns constituting a signal, while C-AWL is better designed to detect given patterns inside a signal. This suggests a combination of both methods for a fully automatic pattern recognition methodology in future works. For all experiments, we were able to use high resolution across translations and dilations, thanks to an efficient implementation using the fast Fourier transform and a multi-resolution approach.

The general AWL framework furthermore allows to implement other types of waveform variability. For instance, we found that dilations (together with varying amplitudes) could account for the majority of the spike variability, but not for all of it. More general temporal rescaling functions could thus be considered, for example, through the use of dynamic time warping. Besides the processing of epileptiform spikes, E-AWL and C-AWL can also be applied to other neurophysiological signal processing tasks, such as: (i) the identification of event-related brain potentials (ERPs) across a set of experimental trials as well as the description of the inter-trial (or inter-subject) variability with E-AWL and (ii) the automatic detection of spontaneously occurring neural events with C-AWL, such as sleep spindles during stage 2 sleep.

As a drawback, we saw that E-AWL’s ability to compensate for latency variability makes it susceptible to fitting low-frequency noise components. In cases of strong low-frequency noise, high-pass filtering, either as a preprocessing step or as a postprocessing of the learned kernels, could therefore be considered. The susceptibility to low-frequency noise furthermore shows that the complexity of the AWL framework (type and amount of permitted variability, number of kernels, additional constraints) should be carefully adapted to each application and the signal-to-noise ratio (SNR).

Currently, AWL is being extended to process multi-channel recordings (e.g., EEG), based on the observation that different channels can be treated similarly to the different trials in E-AWL. However, latencies should only vary across trials, since neural events typically appear across channels without time delay. This is similar to the multi-channel extension of dVCA proposed in [8]. Preliminary work on multi-channel AWL has recently been presented at the International Conference on
Basic and Clinical Multimodal Imaging.
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