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Abstract. Middleware has become a key element in the dewsop of
distributed Cyber Physical Systems (CPS). Such sstdten have strict non-
functional requirements, and designers need a meapsedict and manage
non-functional properties. In this work, the authgresent a mathematical
model for the most relevant resources managed by Fiiddleware
architectures; namely, (1) processor, (2) mema@y.efergy and (4) network.
This model can be used both off-line for simulatiord designing purposes of a
Cyber Physical System (CPS), or in run-time withiradmission test or inside
the algorithm of a specific scheduling policy execuby the middleware. In
such case, the admission test is aimed at pregdiathether a system fulfils the
non-functional requirements or not before carryingg any modification in its
execution plan at run-time.

Keywords: Middleware architectures, Cyber-Physical Systems JCPS
Distributed Embedded Real-Time Systems, Resource hgdeAdmission
Test.

1 Introduction

Cyber-Physical Systems (CPS) are integrations wipttation and physical processes
[20]. This kind of systems is being increasingledsn different domains such as
healthcare, transportation, process control, marurfi;ag or electric power grids.
CPS interact with the physical world and, typicaliyust operate dependably, safely,
securely, efficiently and in real-time. Consequgntthey require new computing and
networking technologies capable of supporting thedequately in environments
qualitatively different from those found in genepalrpose computing.

CPS require intensive use of the communication oi¢svand, as described in [21]
IP technologies are increasingly used. Howevethasomplexity of the distributed
systems increases the use of middleware distribuBgehnologies such as CORBA
[1], DDS [2], ICE [3] or Java RMI [4] becomes com¥ent, since they help
developers in the construction of the new applicei Still, most of these solutions



lack of mechanisms to deal with non-functional iegments. Several extensions of
these middleware architectures have been develtpedpe with one or more of
these non-functional requirements in distributegliaptions [5, 6, 7, 8]. The way in
which these extensions manage non-functional ptiggevaries significantly among
them. Moreover, although some of these extensioogige mechanisms to control
non-functional properties, frequently they do natdwl the resources used by the
distributed system, which is a key issue in Cybeydrtal Systems.

According to [20], new computing and networking tadstions are needed to deal
with the entities used in CPS, since they musttbe t@ represent the passage of time
and concurrency which are intrinsic to the physiwatld. In addition, as CPS do not
operate in controlled environments, they must tségthed in a robust way so they are
capable of adapting to subsystem failures or chaingthe operational environment.

In this scenario, some middleware architecturesedasn the Flexible Time-
Triggered (FTT) paradigm [22] like [9] and [11] mide some mechanisms to deal
with the passage of time and concurrency in a lflexivay in distributed real-time
systems. Even though there are some differencewebnt these middleware
architectures, they are essentially based on aratenbmponent, the so-called
Orchestrator, which is aimed at coordinating thecexion of applications distributed
over a LAN. This coordination involves both the slgronized activation of the tasks
of a distributed system as well as the communinatonong them. However,
differently from other time-triggered approacheke tOrchestrator is capable of
supporting the reconfiguration of the executiompia run-time. In particular, in the
case of FTT-CORBA [9, 10] tasks are wrapped as CORt&thods that are activated
by the Orchestrator.

In this work, the authors present a mathematicatlehdor the most relevant
resources managed by FTT middleware architecturemely, (1) processor, (2)
memory, (3) energy and (4) network. This model t@nused both off-line for
simulation and designing purposes of the CPS, aurirtime within an admission test
related to a specific scheduling policy executedhat Orchestrator. This admission
test is aimed at predicting whether a system futfie non-functional requirements or
not before carrying out any modification in the exion plan.

The rest of the paper is structured as followstiee@ provides an overview of the
FTT middleware architecture; section 3 describes gloposed model; and finally,
section 4 draws some conclusions and presents &dure work.

2 TheFTT Middleware Architecture

The goal of the model presented in this paper iprtvide a means to predict the
status of the distributed system resources in desige and design an admission test
to be applied in runtime. This test will considertain non-functional properties of

the distributed system, such as memory consumpdiaailable computing power, etc.

Therefore, modeling the resources of the distrithigtgstem is a prerequisite to any
prediction algorithm or admission test. It has adle been discussed that, as the
number of non-functional properties managed by eaiddleware solution and the

way in which they are managed vary greatly fromheather, a specific resources

model is required per middleware architecture hia paper the authors have focused
on a test for FTT middleware architectures.



FTT middleware architectures use time windows, atbed Elementary Cycles
(EC), to plan the execution of and communicatiom®rg the nodes of a distributed
system. The EC is a configurable parameter tHaeed during start up.

A distributed system executes distributed applicatieach of which is comprised
of a set of tasks. Each task represents an indigisunctional requirement, i.e. an
encapsulated functionality available in the systémdeed, one application may use
the same task several times, and it is also pestibt several distributed applications
use the same functionality. As shown in figureHg brder in which the tasks of a
distributed application are executed is described Hirected graph.
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Fig. 1. Applications described as a directed graph andsseciated task activation diagram

Each task is implemented by one functional objebictv is deployed in the
distributed system. Objects are used to wrap onmaare task implementations. It is
possible that the same task is implemented setigras, for example, to deploy each
implementation in a different distributed node.

Communications among tasks are delivered by onehamem based on the
publisher/subscriber paradigm. Thus, each taskadexlwhich data tokens it will
produce upon completion and which data tokens lit @@nsume. Data tokens are
related to a specific data topic, which identifies type of the data token.

Following the FTT paradigm, the middleware architee is governed by a central
node which is in charge of managing the time indistributed system, the so-called
Orchestrator. At the beginning of a new EC this porent notifies the distributed
nodes about which tasks should be launched andhwhiessages should be sent
within that EC. The selection of the tasks thatl Wi triggered and that will be
allowed to communicate in each EC is carried outrans of specific scheduling
policies that take into account not only the reguients of the distributed
applications, but also the status of the distributedes.

2.1 Task Synchronization

Distributed task implementations are activated ating to the functional
requirements provided by the distributed applicstidoaded in the system and the
scheduling policy deployed in the Orchestratorldwaing the scheduling algorithm,
the Orchestrator generates an activation plan dbfihes, for each EC, which task
implementations should be activated.

At the beginning of each EC the Orchestrator samdactivation message to all the
nodes of the system to activate the tasks (seeefig)u A local agent that executes at
every node of the distributed system, the so-calléatk, listens to these activation
messages. Clerks can understand these activatissages and decide, based on the



information sent by the Orchestrator, whether ask timplementation deployed in
the node must be activated, and the priority thaukl be applied to the activation.
Activation messages are sent using UDP multicast.

Orchestrator

Activation
Message
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Fig. 2. Task activations in FTT middleware using multicastssages

2.2 System Resources Monitoring

In addition to the regular task activation messages FTT middleware architecture
uses a reserved task identifier for monitoringlteal resources of every node. More
specifically, when Clerks receive an activation sage that includes the reserved
monitoring task identifier, they send to the Ordletsr the current status of the
resources of the distributed node, namely, CPUzatibn, available memory and
remaining battery. Resources state messages ardenmepted using TCP
communications, instead of multicast messages.

The status of each of the nodes is stored in titbétrator and it is made available
to scheduling algorithms. This way, distributedtegs designers may implement new
scheduling policies that fit the non-functional uegments of their applications.

2.3 DataDistribution

A model in which distributed tasks do not commutécamong them is unrealistic;
however, an uncontrolled data exchange paradignd aftect the timeliness of the
task activations, thus affecting the overall time8s of the distributed system. To
cope with this issue the FTT middleware architestincludes a time-triggered data
distribution service that allows the tasks to cominvate without affecting the overall
synchronization of the distributed system.

As shown in figure 3, the Orchestrator uses a mgllstrategy to gather the
information of all the tasks that need to sendta tlzken. After the polling process is



completed the Orchestrator orders the messagebeingieue according to their
priority, and then, the data distribution processts.
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Fig. 3. Sequence diagram of the FTT middleware pollingpss

To trigger data transactions, the Orchestrator séndhe task that holds the first
data token in the queue a petition to start sentliesgmessage and a timeout value,
that is, the remaining time in the window (i.e. tirae lapse to the next EC). Then,
the selected task begins to send data messagey aismulticast communication
strategy to enable one to many communicationsnéftask sends a data token before
its timeout, the FTT data distribution service fies the Orchestrator, which will
notify the next task in the data queue. Otherwike, current sending process is
stopped until the next EC.

It is important to note that the polling periodaths, the number of EC between
two subsequent polling processes, is an impor@amfiguration parameter, since, as it
will be discussed later, it will affect the avallametwork bandwidth and the latency
of the messages.

3 System Resources Modeling

Non-functional requirements of distributed applicas are becoming more and more
important. Consequently, it is necessary to defirthematical models that allow
system designers to predict the non-functional geerdnce of distributed

applications. However, as the intrinsic charactiessof middleware architectures



have a crucial influence on these non-functionapprties, ad-hoc mathematical
models should be created in every case. The madsépted in this paper is aimed at
FTT middleware architectures, described above. Mspecifically, the presented
model will focus on the non-functional propertiesamaged by this architecture,
namely, computing resources, memory and remainiagety. Additionally, the
proposed solution will also provide a model for Fddta communications, analyzing
the bandwidth and latency of the messages in tefrtige configuration parameters of
the middleware architecture.

3.1 CPU and Memory Utilization Modeling

The FTT middleware architecture provides means &mage the CPU utilization,
available memory and remaining battery of the iigted system nodes. This
information is very valuable for scheduling poliiesince they enable fine grain

tuning of the system behavior in terms of its nanetional properties.
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Fig. 4. Distributed system model in the FTT middlewareapam

As depicted in figure 4, provided a theoreticaltritisited system constructed on
top of a FTT middleware layer with N nodes, eacenmay be referred to as and
its available memory bytes as,Mvhere iJ [1, N]. Similarly, task implementations
deployed in the distributed nodes can be refemeastt, where j[I [1, T] and T is
the number of task implementations deployed in nodeask implementations are
characterized by their worst case execution tim§ (beir relative deadline (3 and
their memory requirement (jn

Since the FTT middleware architecture can be deplogn top of different
hardware platforms, it is important to model thiatige computing capabilities of the
different distributed nodes in some way to copéwiiis heterogeneity. To keep the
model simple, the distributed nodes have been geaviof an extra parameter: the
speed factor (P[12], which measures the relative computing poafnode i with
regard to a theoretical reference processor whosguting power is taken as unit.
Similarly, the worst case execution time)(of each task implementation is referred
to this theoretical reference processor.

In the FTT middleware architecture, the Orchestrgenerates an activation plan
defining which task implementations and with whpfority level must be activated



during each EC. In the latter context, the cond&iahat ensure that all task
activations can be executed and that no deadlifilesesmissed can be expressed as:

T, c

> Sl SUyy =T@T-Y RN ®
i=tHij -
Tj
>m, <M, Oi O[N] 7
j=1

In equation 1, it has been assumed that the teeitlides coincide with its periods
and that Deadline Monotonic priority assignment bhaen used in the Orchestrator
[13]. The latter conditions stand for static distitied system configurations where
deployed applications are periodic and do not chaoger time; however, many
distributed applications need to deal with and trel@mc environmental changes,
especially in CPS. This is the case of the FTT fheiddre architecture. To cope with
the dynamism of changing applications it is possitul refine these conditions by
calculating the computational and memory loadsachenode in each EC.

Let U(p) and M (p) be the computational load and the consumed menfamode
i in the p-th EC respectively. Moreover, providédttthe computation required by
each task implementation is performed evenly ower lapse of time before the
deadline is reached, it is possible to extract fiti activation plan, for each EC,
which tasks become active on the p-th EC, and wbigs become inactive. Letbe
the set of task implementations activated on tiie |BC, and let’ | be the set of task
implementations that become inactive on the p-th ECthis case, the relative
increment of the computational load in node i dgitine p-th EC may be expressed as
follows:

CI'
AU (p) =Y
r, Yi,j i

_Zd.%tp 0i O[LN], OpON -

The latter expression can be further simplified to:

AUi(p)=%(2ui’j—Zum—J 0i O[LN], OpON (4)

Where y is the mean computational load introduced pypér unit of time.
Supposing that initially the load in the distribditeystem is 0 (i.eAU,(0) = O,
OiO[1,N]) it is possible to calculate the load of nade the p-th EC as:

U.(p)=>80,() Di[LN], OpON ©

And, thus, the condition that prevents deadlinesegsan be expressed:



U,(p)<U, OiOLN], OpON (6)

Similar equations can be derived for the availab&mory in terms of the relative
increment of memory consumption:

MiU(p):Zp:AMiU(k)sMi OiO[LN], OpON )
k=0

3.2 Energy Consumption Modeling

The modeling of energy consumption in embeddedesysthas already been broadly
covered in the literature [15, 16, 17]. These medmovide energy consumption
predictions with small error rates. However, thesedels are very complex and
require numerous configuration parameters, mamyhath are difficult to measure.
Thus, a simpler energy consumption model has beeelaped.

The consumed energy can be calculated in termsoakepand time as E=P-t.
Moreover, modern CPUs have different power figurethe IDLE state and during
computation. Taking W, the length of an EC (searig5), as time unit, the energy
consumed in the p-th EC can be expressed as:

AE,(p) =|[R*TU,(p) + R™=E {1-U, (p)))W DpON (®)

Where P" and P™© represent the power consumption of the node duatiye
computation and in the idle state respectively.sehavo parameters can be easily
found in the datasheets of the CPUs of the digetbmodes in the system. Indeed, in
most modern CPUs it can be verified that [18]:

PiACT - Ki 'PiIDLE | Ki > 2 (9)

The fact that K> 2 (e.g. kK=2.31 for Intel i7-975 and K2.86 for AMD FX-8150)
clearly shows the importance of the computatiooatl] L, in the energy consumption
figures of the distributed system. According tpékpression 8 can be rewritten as:

AE,(p) =[1+ (K, -1)L (p)PPEW OpON (10)

The authors are aware of the fact that the enesggumed by a distributed node is
not only derived from computation tasks; in fadher tasks, such as hard disk or
flash accesses, consume much more energy thatpuorputation [19]. However, as
the FTT middleware may only modify the performarafethe distributed system
through scheduling, the latter model enables tisggders to implement energy aware
scheduling policies (e.g. minimizingAE(p) or minimizing the energy consumed by
battery dependent nodes). Thus, expression 10 gesvihe FTT middleware
architecture of a powerful energy consumption maabkich is easy to configure,
since it is only based on parameters availablehendata-sheets of the computing
resources of the distributed nodes.



3.3 Network Resources Modeling

The FTT middleware uses a centralized node to mearsagl split the network
bandwidth. To do so, the central node of the aechitre, this is, the Orchestrator,
polls all the data producing task implementatidret produce data for data tokens to
be sent. Then, the data tokens are put in a quedie@@ ordered according to their
priority. There is, therefore, part of the availlbletwork bandwidth that is not used
for data messages, but for brokering the communicabedia.
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Fig. 5. A complete communication cycle under the FTT neégddire architecture

Figure 5 depicts the latter scenario. It is impatrta note that it has been assumed
that the communication medium is shared among ddes This assumption, even if
it is rather pessimistic, increases the applicibdf the proposed model with different
communication technologies. The Orchestrator parforthe polling process
periodically, with a period that is a multiple diet EC. Hence, provided that W is the
duration of an EC, the polling period of the systeam be expressed as W-k wherk k
N. Note that the polling period represents a corepteimmunication cycle, including
a network brokering window or polling windowm)(and a data transmission window
(1). Let n, be the number of data producing nodes in theiliged system. Taking
into account that the Orchestrator polls each efdata producing nodes individually
for available data tokens, it is possible to codelthat the polling window depends
on n,. As a first approximation, it is possible to shgtt

m(n,) = R [h, (11)

Where R is the mean polling time among all data produaimogles. Hence, the
system will only be capable of transmitting dataafme time is reserved for the data
transmission windows. This can be expressed mathematically as follows:

r(k,n,)=Wik-Rh,=0 0Uk,n,0ON (12)

From equation (12) distributed system designers exdnact the limit values for k
and n in the case any of these two are fixed by apptinatequirements. More
specifically:

n, = N0:>k>w:> K ={w—l (13)
w w



k=K,=n, < KOW:npmaX:{KOWJ (14)
R R

The equivalent network capacity is also an impdrrameter for the distributed
system designer, as it must be ensured that tlpiacist limit is not exceeded. The
relative capacity of a network managed by the Fliddieware can be modeled as the
actual data transmission window),(divided by the nominal transmission window of
the network, this is, the whole communication cycle

_ r(k,n,) :W-k— RN, _1- RN,
Wk Wk Wk

The utilization of the latter models can be twofolth the one hand, these
mathematical models can be exploited by distribgiestem designers in design time
as support for their design decisions and, moredher can also be used to create
simulation tools; and, on the other hand, they banimplemented on the FTT
Orchestrator to enable non-functional property ngan@ent at runtime, exploiting
this information for example, in the implementatmfrscheduling algorithms.

C(k,n,) (15)

4 Conclusions and Future Work

In this paper the authors have presented a matheah@indel of the system resources
for a distributed system built on top of an FTT di@vare architecture, such as FTT-
CORBA. More specifically, the work presents modéts CPU and memory
utilization, power consumption and network resoarce

The provided models can be applied both in desiga &nd in runtime; and, thus,
they can be implemented in several ways (e.g. desigport tools, simulation tools
or scheduling policies).

As future work, the authors will integrate the mmeted models in the FTT-
Modeler tool [14], which is the user level tool BfTT-CORBA. Moreover, the
authors will explore new scheduling policies andoathms that fully exploit the
presented models in runtime, enabling runtime opgttion of the non-functional
properties of these systems.

Finally, the proposed models are relatively pesstimiin order to ensure that they
are valid for a broad number of network technolsg/ith regards to the network
management it has been assumed that a shared isaiogsmmedium is used. This
may be pessimistic when Switched Ethernet is uaésh, it has been assumed that
local schedulers at the distributed nodes exetw@adte monotonic algorithm where
task deadlines are the periods. Executing Eafesidline First scheduling would be
more efficient. However, these more precise modeigld be integrated in FTT
middleware architectures in the same way as the describes above.
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