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Abstract. In this paper, we present a new technique for indexing and search in 

a database that stores songs. A song is represented by a high dimensional binary 

vector using the audio fingerprinting technique. Audio fingerprinting extracts 

from a song a fingerprint which is a content-based compact signature that sum-

marizes an audio recording. A song can be recognized by matching an extracted 

fingerprint to a database of known audio fingerprints. In this paper, we are giv-

en a high dimensional binary fingerprint database of songs and focus our atten-

tion on the problem of effective and efficient database search. However, the na-

ture of high dimensionality and binary space makes many modern search algo-

rithms inapplicable. The high dimensionality of fingerprints suffers from the 

curse of dimensionality, i.e., as the dimension increases, the search performance 

decreases exponentially. In order to tackle this problem, we propose a new 

search algorithm based on inverted indexing, the multiple sub-fingerprint match 

principle, the offset match principle, and the early termination strategy. We 

evaluate our technique using a database of 2,000 songs containing approximate-

ly 4,000,000 sub-fingerprints and the experimental result shows encouraging 

performance. 

1   Introduction 

Large digital music libraries are becoming popular on the Internet and consumer 

computer systems, and with their growth our ability to automatically analyze and 

interpret their content has become increasingly important. The ability to find acousti-

cally similar, or even duplicate, songs within a large music database is a particularly 

important task with numerous potential applications. For example, the artist and title 

of a song could be retrieved given a short clip recorded from a radio broadcast or 

perhaps even sung into a microphone. Broadcast monitoring is also the most well 

known application for audio fingerprinting. It refers to the automatic playlist genera-

tion of radio, TV or Web broadcasts for, among others, purposes of royalty collection, 

program verification and advertisement verification.  

Due to the rich feature set of digital audio, a central task in this process is that of 

extracting a representative audio fingerprint that describes the acoustic content of 

each song. Fingerprints are short summaries of multimedia content. Similar to a hu-

man fingerprint that has been used for identifying an individual, an audio fingerprint 
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is used for recognizing an audio clip. We hope to extract from each song a feature 

vector that is both highly discriminative between different songs and robust to com-

mon distortions that may be present in different copies of the same source song.  

In this paper, we adopt an audio fingerprinting technique [1] based on the normal-

ized spectral subband moments in which the fingerprint is extracted from the 16 criti-

cal bands between 300 and 5300 Hz. The fingerprint matching is performed using the 

fingerprint from 20-second music clips that are represented by about 200 subsequent 

16-bit sub-fingerprints.  

Given this fingerprint representation, the focus of our work has been to develop an 

efficient search method for song retrieval. This problem can be characterized as a 

nearest neighbor search in a very high dimensional (i.e., 3200 (= 200 × 16)) data 

space. 

High dimensional nearest neighbor search (NNS) is a very well studied problem: 

given a set P of points in a high dimensional space, construct a data structure which, 

given any query point q, finds the point p closest to q under a defined distance metric. 

The NNS problem has been extensively studied for the past two decades. The results, 

however, are far from satisfactory, especially in high dimensional spaces [2]. Most 

NNS techniques generally create a tree-style index structure, the leaf nodes represent 

the known data, and searching becomes a traversal of the tree. Specific algorithms 

differ in how this index tree is constructed and traversed. However, most tree struc-

tures succumb to the curse of dimensionality, that is, while they work reasonably well 

in a 2 or 3 dimensional space, as the dimensionality of the data increases, the query 

time and data storage would exhibit an exponential increase, thereby doing no better 

than the brute-force sequential search [2]. 

Recent work [3, 4, 5] appears to acknowledge the fact that a perfect search that 

guarantees to find exact nearest neighbors in a high dimensional space is not feasible. 

However, this work has not been extended to the fingerprinting system which deals 

with the binary vectors and the Hamming distance metric. That is, in the fingerprint-

ing system, the bit error rate between two binary vectors is used as a distance metric 

rather than Euclidean distance. Moreover, the big limitation of their work [3, 4, 5] is 

that it often needs to search a significant percentage of the database. 

In this paper, we adopt the inverted file as the underlying index structure and de-

velop not only the technique to apply the inverted file indexing to high dimensioal 

binary fingerprint databases but also the efficient search algorithm for fast song re-

trieval. Though our work focuses on searching songs based on audio fingerprints, the 

devised technique is generally applicable to other high dimensional binary vector 

search domains. 

2   Related Work 

Haitsma and Kalker's fingerprinting [6, 7, 8] is the seminal work on fingerprinting. It 

extracts 32-bit sub-fingerprints for every interval of 11.6 milliseconds in a song and the 

concatenation of 32-bit sub-fingerprints extracted constitutes the fingerprint of the 

song. Each sub-fingerprint is derived by taking the Fourier transform of 5/256 second 

overlapping intervals from a song, thresholding these values and subsequently compu-



 

ting a 32-bit hash value. They proposed an indexing scheme that constructs a lookup 

table (LUT) for all possible 32-bit sub-fingerprints and lets the entries in the LUT point 

to the song(s) and the positions within that song where the respective sub-fingerprint 

value occurs. Since a sub-fingerprint value can occur at multiple positions in multiple 

songs, the song pointers are stored in a linked list. Thus one sub-fingerprint value can 

generate multiple pointers to songs and positions within the songs. By inspecting the 

LUT for each of the 256 extracted sub-fingerprints a list of candidate songs and posi-

tions is generated. Then the query fingerprint block (256 sub-fingerprints) is compared 

to the positions in the database where the query sub-fingerprint is located.  

The first problem of Haitsma-Kalker’s method is that the 32-bit LUT containing 2
32

 

entries is too large to be resident in memory. Furthermore, LUT is very sparsely filled 

because only a limited number of songs reside in comparison with the size of LUT. By 

adopting inverted file indexing we resolve this problem. 

In an inverted file index, a list of all indexing terms is maintained in the search 

structure called a vocabulary, and the vocabulary is usually implemented by the B-

trees. However, in our approach, we employ a hash table instead of the B-trees as the 

vocabulay in order to accomplish the lookup time of O(1) rather than O(log n). Contra-

ry to large text databases that widely use the inverted file index where the number of 

query terms is a few, in fingerprint querying, the number of query terms (i.e, query 

sub-fingerprints) is several hundreds when we assume the duration of the query song 

clip is several seconds. Therefor the lookup time of O(1) is crucial. 

The second problem of Haitsma-Kalker’s method is that it makes the assumption 

that under mild signal degradations at least one of the computed sub-fingerprints is 

error-free. However, it is acknowledged in the paper that the mild degradation may be 

a too strong assumption in practice. Heavy signal degradation may be common when 

we consider transmission over mobile phones or other lossy compressed sources. For 

example, a user can hear and record a part of a song from the radio in his or her car and 

then transmit a fingerprint of the song to a music retrieval system using his or her mo-

bile phone to know about the song. Considered those situations, we cannot assume that 

there exists a subset of the fingerprint that can be matched perfectly.  

In order to avoid the above perfect matching problem, if we allow the number of 

error bits in a sub-fingerprint up to n, then the search time to find matching fingerprints 

in a database is probably unacceptable. For example, if we cope with the situation that 

the minimum number of erroneous bits per 32-bit sub-fingerprint is 3, then the number 

of fingerprint comparisons increases with a factor of 5488 (= 32C1 + 32C2 + 32C3) which 

leads to unacceptable search times. In our approach, we break this dilemma by increas-

ing the number of pointers to a song s by the number of sub-fingerprints with up to the 

permitted number, say n, of erroneous bits. In other words, in addition to each original 

16-bit sub-fingerprint in our system, we generate more ∑ (  
 
)

 

   
 16-bit sub-fingerprints 

with up to n toggled bits and use them also as sub-fingerprints for song s. This means 

that the number of fingerprint comparisons does not increase during the search for song 

matching even if we cope with the situations that the number of erroneous bits per sub-

fingerprint is up to n. By applying this duplication of sub-fingerprints with n toggled 

bits from original sub-fingerprints to indexing, we are able to resolve the second limi-

tation of Haitsma-Kalker's method. 



 

The third problem of Haitsma-Kalker’s method is that their search algorithm is 

built on the "single match principle", i.e., if two fingerprints are similar, they would 

have a relatively high chance of having at least one "matching" identical sub-

fingerprint, and therefore their method fetches the full song fingerprint from a database 

and compares it with the query fingerprint as soon as it finds a single sub-fingerprint 

matched to a certain query sub-fingerprint. They ignore the multiple occurrences of 

matching. However, in fact, multiple occurrences of sub-fingerprint matching are 

common and many candidate songs with multiple occurrences of matching are found 

during the search. Therefore, if the multiple occurrences of matching are not consid-

ered in the query evaluation, the search wastes much time to inspect the candidate 

songs which are eventually judged to be incorrect even though they have several 

matchings to the query sub-fingerprints. We tackle this problem and improve the 

search performance by introducing the "multiple sub-fingerprints match principle". 

We also introduce the "offset match principle" in the search. It means that if two 

fingerprints are similar and there are multiple occurrences of sub-fingerprint matching 

between them, they may share the same relative offsets among the occurrence posi-

tions of matching. This offset matching principle improves the search performance 

greatly by excluding the candidates that do not share the same relative offsets of 

matching occurrence positions with the query fingerprint. This reduces the number of 

random database accesses remarkably. 

Miller et al. [9, 10] assumed the fingerprint representation of 256 32-bit sub-

fingerprints of Haitsma and Kalker [6, 7, 8] and proposed the 256-ary tree to guide the 

fingerprint search. Each 8192(= 32 × 256)-bit fingerprint is represented as 1024 8-bit 

bytes. The value of each consecutive byte in the fingerprint determines which of the 

256 possible children to descend. A path from the root node to a leaf defines a finger-

print. The search begins by comparing the first byte of the query with the children of 

the root node. For each child node, it calculates the cumulative number of bit errors 

seen so far. This is simply the sum of the parent errors and the Hamming distance 

between the 8-bit value represented by the child and the corresponding 8-bit value in 

the query. Then a test is applied to each child, in order of increasing error, to determine 

whether to search that child. If the best error rate seen so far is greater than the thresh-

old, then the child is searched. The search continues recursively and when a leaf node 

is reached, the error rate associated with the retrieved fingerprint is compared to the 

best error rate seen so far. If it is less, then it updates the best error rate to this new 

value and assigns this fingerprint as the best candidate nearest neighbor so far. 

The first problem of Miller et al.'s method is that the size of the 256-ary tree is too 

large and the depth of the tree is also too deep to be practical in the disk-based database 

search. According to their experimental results [9, 10], they search an average of 

419,380 nodes, which is 2.53% of the nodes in the index tree that stores about 

12,000,000 sub-fingerprints. 

Moreover, they assume that each song is also represented by a fingerprint with 

8192 bits, i.e., the same number of bits as the query fingerprint. It means that the length 

of each song in a database is assumed to be the same as that of the query song. It 

makes the indexing and search problem simpler. But actually an individual song with 

an average length of 4 minutes has approximately 10,000 sub-fingerprints in Haitsma-

Kalker's method. Therefore, it is not practical to model a song with only a 8192-bit 

fingerprint and thus this mechanism is not feasible to apply to real applications. 



 

The third problem is that Miller et al.'s 256-ary tree uses a probabilistic method 

based on a binomial distribution to estimate the bit error rate (BER) in each tree node. 

This BER is used to determine whether to search that node. However, it is difficult to 

predict the exact BER in advance, and therefore, the correct rate to find the most simi-

lar fingerprint is at most 85% in Miller et al.'s method [9, 10]. In order to increase the 

correct rate, the expected BER in each node should be determined more conservatively, 

and in that case, the search performance may degenerate to be worse than that of the 

brute-force sequential search. Therefore, it is difficult to reduce the search space to find 

the nearest neighbor in a high-dimensional space using the k-ary tree. Furthermore, if 

the k-ary tree tries to reduce the search space more, the error rate increases inevitably. 

It means that the k-ary tree approach cannot overcome the curse of dimensionality 

problem. 

Keeping those limitations in mind, in this paper, we propose a new indexing and 

search algorithm that resolves the limitations of Haitsma-Kalker’s method and Miller 

et al.'s k-ary tree method. 

3   Indexing and Search Algorithm 

We now describe a new indexing scheme and a new search algorithm for song data-

bases implemented with audio fingerprints. The underlying structure of our indexing is 

based on the inverted file that has been widely used for text query evaluation such as 

Google [11]. Searching a multimedia database for a multimedia object (video clip or 

song) is similar to searching a text database for documents. A single multimedia object 

is represented by multiple atomic units (e.g. subsequent 16-bit sub-fingerprints in our 

case) and it can be found using the atomic units. Similarly, Documents in a text data-

base are represented by multiple keywords and they are found by keyword matching. 

This is the reason why we adopt the inverted file as the underlying index structure in 

our work. However, there are also many differences between them and they make the 

fingerprint search problem more difficult.  

 In the fingerprint search, the query fingerprint may not match any fingerprint in a 

database because the fingerprint extracted from a query song may have bit errors 

due to distortions to the query song. In other words, contrary to the text database 

search where only exact maching is supported, the fingerprint search should identify 

the correct song in a database even though there is a severe signal degradation of the 

query song. This means that the fingerprint search must support imperfect matching 

or similarity search. 

 Individual bits in a fingerprint have their own meaning, and therefore, the Hamming 

distance between two fingerprints is used as a dissimilarity metric. This means that 

the search problem is: given a 3200 (= 16 × 200)-bit vector with errors, how to find 

the vector most similar to that in the 3200-dimensional binary space. However, the 

high-dimensional similarity search is known to suffer from the dimensionality curse. 

As aforementioned, the indexing method such as the k-ary tree approach cannot 

avoid the the dimensionality curse problem. 



 

 The query fingerprint is assumed to be 200 16-bit sub-fingerprints in our work. 

However, assuming that the duration of the average song is 4 minutes, then the 

number of sub-fingerprints in a song is approximately 2,000 in our system. This dif-

ference of lengths between the query song and songs in a database makes the search 

problem more difficult.  

We resolve the problems explained above by adapting the inverted file index suit-

ably to our high dimensional binary database and creating the search algorithm with 

several sophisticated strategies. 

3.1   Index Struture 

An inverted file index works by maintaining a list of all sub-fingerprints in a collection, 

called a vocabulary. For each sub-fingerprint in the vocabulary, the index contains an 

inverted list, which records an identifier for all songs in which that sub-fingerprint 

exists. Additionally, the index contains further information about the existence of the 

sub-fingerprint in a song, such as the number of occurrences and the positions of those 

occurrences within the song. 

Specifically, the vocabulary stores the following for each distinct 16-bit sub-

fingerprint t, 

 a count ft of the songs containing t, 

 the identifiers s of songs containing t, and  
 the pointers to the starts of the corresponding inverted lists. 

Each inverted list stores the following for the corresponding sub-fingerprint t, 

 the frequency fs,t of sub-fingerprint t in song s, and 
 the positions ps within song s, where sub-fingerprint t is located. 

Then the inverted lists are represented as sequences of <s, fs,t, ps > triplets. These 

components provide all information required for query evaluation. A complete inverted 

file index is shown in Fig. 1. 

t                                   ft            s Inverted list for t 

1100010010001010    1     <5> 

0100000111001011    2     <4, 34> 

1100110001100001    1     <77> 

                ⁞                   ⁞         ⁞ 

1010111010101001    3     <102, 981, 1201> 

5(2: 24, 45) 

4(1: 8),  34(3:78, 90, 234) 

77(1: 18) 

        ⁞ 

102(1: 62),  981(2: 12, 90), 

1201(2: 99, 187) 

Fig. 1. Inverted file index. The entry for each sub-fingerprint t is composed of the fre-

quency ft, song identifiers s, and a list of triplets, each consisting of a song identifier s, a 

song frequency fs,t, and the positions ps within song s, where sub-fingerprint t is located. 



 

The vocabulary of our indexing scheme is maintained as a hash table instead of the 

B-trees in order to achieve the lookup time approaching O(1) rather than O(log n). 

Typically, the vocabulary is a fast and compact structure that can be stored entirely in 

main memory. 

For each sub-fingerprint in the vocabulary, the index contains an inverted list. The 

inverted lists are usually too large to be stored in memory, so a vocabulary lookup 

returns a pointer to the location of the inverted list on disk. We store each inverted list 

contiguously in a disk rather than construct it as a sequence of disk blocks that are 

linked. This contiguity has a range of implications. First, it means that a list can be read 

or written in a single operation. Accessing a sequence of blocks scattered across a disk 

would impose significant costs on query evaluation. Second, no additional space is 

required for next-block pointers. Third, index update procedures must manage varia-

ble-length fragments that vary in size, however, the benefits of contiguity greatly out-

weighs these costs. 

3.2  Generating More Sub-fingerprints With Up To n Toggled Bits 

Haitsma and Kalker [6, 7, 8] assumed that there exists at least one sub-fingerprint in a 

query that can be matched perfectly to the correct song in a database. In their experi-

ments, they insisted that about 17 out of the 256 sub-fingerprints in a query were error-

free. However, the more noises or errors in a query, the more likely any hits to the 

correct song are not found. 

In order to avoid situations that matching is failed due to some erroneous bits in the 

query fingerprint, we generate more  ∑ (  
 
)

 

    
16-bit fingerprints with up to n toggled 

bits from each original 16-bit sub-fingerprint for a song and index them in the vocabu-

lary together with the original sub-fingerprint. This means that the amount of space 

requirement in the index increases with a factor of ∑ (  
 
)

 

   
. However, we can achieve 

O(1) lookup time to find the pointer to its own inverted lists without ∑ (  
 
)

 

    
times 

more fingerprint comparisons. Fig. 2 shows this construction in which there exist up to 

∑ (  
 
)

 

    
+ 1 pointers to the inverted lists for a song. 

 
  

…
 

…
 

0x739A 
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Fig. 2. Inverted file index structure that stores ∑ (  
𝑖
)

𝑛

𝑖  
 sub-fingerprints with up to n toggled 

bits together with the original 16-bit sub-fingerprint for song s in a vocabulary 

 



 

3.3  Indexed Search 

The query evaluation process is completed in two stages. The first stage is a coarse 

index search that uses the inverted file index to identify candidates that are likely to 

contain song matches. The second stage is a fine database search that fetches each 

candidate's full fingerprint from a song database and then computes the similarity be-

tween the query fingerprint and the song's fingerprint fetched. The fine search is more 

computationally expensive because it requires the random disk access. Therefore, our 

strategy is to avoid the expensive random disk accesses as possible as we can. 

To conduct the coarse index search, we use a ranking structure called accumulator. 

The accumulator records the following: 

 the accumulated occurrences of the matched song identifiers (IDs),  

 the matching positions both within the query and the matched song IDs, and  

 the accumulated number of matchings that have the same relative offset between the 

matching positions within the query and the retrieved song IDs when there are mul-

tiple matchings. We call this offset-match-count. 

Ultimately, the information what we need is the offset-match-count for every can-

didate of a search. If a specific song ID has been encountered and its offset-match-

count has reached a certain threshold, then we load the full fingerprint from database 

using the retrieved song ID. The subsequent comparison is based on the Hamming 

distance between the query fingerprint and the song fingerprint on their matching posi-

tions. Computing the Hamming distance involves counting the bits that differ between 

two binary vectors.  

In practical applications, many search candidates that have a single match or even 

multiple matches with query sub-fingerprints are generated although they are not the 

correct object what we seek for. Therefore, a significant percentage of the database 

needs to be searched if the search algorithm loads the full fingerprint of a candidate as 

soon as it encounters the candidate whose sub-fingerprint matches a certain query sub-

fingerprint. In other words, the search strategy such as Haitsma-Kalker’s method based 

on the single match principle is inevitably inefficient in disk-based applications alt-

hough this problem may be less evident if all data are resident in memory. In fact, the 

candidate whose offset-match-count has reached a certain threshold (e.g. 3) has the 

great possibility of being the correct object what we seek for and there are almost no 

candidates that have their offset-matching-count reaching the threshold while they are 

not the correct answer. If two fingerprints are similar and there are multiple occurrenc-

es of sub-fingerprint matching between them, they may share the same relative offsets 

among the occurrence positions of matching. 

The search algorithm using an inverted file index is illustrated in Fig. 3 and de-

scribed in Fig. 4. There are six cost components in the fingerprint search, as summa-

rized in Table 1. The first one is to initialize the array accumulator that records the 

accumulated number of matchings that have the same relative offset between the 

matching positions of the query and the retrieved song IDs. The second one is to com-

pute n sub-fingerprints from a query song clip.These two operations are computed very 

fast. The third one is to retrieve the index information about songs stored in the invert-

ed file index. This I/O operation is fast because the index information is lightweight 

and several inverted lists can be read in a single operation since they are contiguously 



 

stored in a disk. The fourth one is to count the accumulated occurrences of the IDs and 

their offset-matching-counts. This simply involves read/write accesses to the memory 

[Algorithm] Fingerprint Search 

Input: Query song clip Q 

Output: Match song P or 'No match' 

 

1: Initialize accumulator A[j], 1  j  |DB|, for each song  j in a database (DB). 

2: Compute n sub-fingerprints t1, t2, ..., tn (e.g. n = 200) from a query Q. 

3: for i = 1 to n do { 

4:  IDs ← InvertedFileIndex[ti ]            // coarse index search 

5:  for j ∈ IDs do { 

6:          Increment occurrences of j in A[j] by 1. 

7:          Compute the offset-matching-count c of j in A[j]. 

8:          if c = EncounterThreshold then { 

9:                    P ← DB[j]     // fine database search 

10:                  if HammingDistance(P, Q) < MatchThreshold then 

11:              Return P;   // early termination 

12:          } 

13:  }  

14: } 

15: Return 'No match' 
 

Fig. 4.    Indexed computation of similarity between a query Q and a fingerprint database 

  

  Fingerprint                      Vocabulary                                Inverted Lists 

        Query                         (Hash Table) 
 

0x7390 

 
 

  

0x0028 

0x6301 

 
 

              

  
                 accumulator 

 
candidates with  
offset-match-count  
= EncounterThreshold 

 Select the song with the Hamming distance  MatchThreshold                song s       

Fig. 3.  Using an inverted file index and an accumulator to calculate song's similarity score 

 



 

array. The fifth operation is to fetch the full fingerprints of the candidate songs. This is 

the most expensive I/O operation that includes the random disk accesses to the candi-

date song's fingerprint database. The final one is to fully compare the retrieved candi-

date fingerprint with the query fingerprint and this operation is also computed fast. 

Therefore, our strategy is to make the best use of the fast operations 3 and 4 while 

avoiding the most expensive operation 5 and the operation 6. 

In the search algorithm, the query sub-fingerprints are generated at a time. Initially 

each song has a similarity of zero to the query, this is represented by creating the array 

accumulator A initialized by zero and the counts of song occurrences and offset-

matching-count of A[j] are increased by matching of song j and its matching of posi-

tion offset to those of the query, respectively. Contrary to Haitsma-Kalker's method 

that fetches the full song fingerprint from a database and compares it with query as 

soon as it finds a song matched to a query, our search algorithm postpones it until the 

offset-matching-count of the candidate reaches a certain threshold (EncounterThresh-

old in the algorithm of Fig. 4) in order to avoid the expensive operations 5 and 6 in 

Table 1 as possible as it can. Based on our experimental results, EncounterThreshold  

= 3 shows a suitable trade-off between speed and accuracy. Without considered the 

offset matching principle and the multiple matching principle, the search algorithm 

would be similar to Haitsma-Kalker's method. 

Besides the "multiple matching principle" and the "offset matching principle", an-

other contribution of our search algortihm to the speedup is the "early termination 

strategy" shown in steps 10 and 11 in the algorithm of Fig. 4. The fewer errors in a 

query, the more likely the match is found at an early stage. Even before the full search 

of n (e.g., n = 200) sub-fingerprints is completed, if a song's offset-matching-count 

meets the condition of EncounterThreshold, then the the song is fully compared with 

query and it can be reported as a match if its Hamming distance to the query is less 

than a certain threshold (MatchThreshold in the algorithm of Fig. 4). This early search 

termination also contributes to the speedup. 

Table 1.  Cost Components in Fingerprint Search 

No Components Computation Operation Cost 

1 Initialize accumulator O(1) memory very fast 

2 Compute n sub-fingerprints O(1) memory fast 

3 Retrieve song IDs O(n) disk lightweight 

4 Count occurrences O(n) memory very fast 

5 Load full fingerprint O(n) disk heavyweight 

6 Compute Hamming Distance O(n) memory fast 

 



 

4   Experimental Results 

In order to evaluate our indexing scheme and search algorithm, we digitized 2,000 

songs and computed about 4,000,000 sub-fingerprints from the songs. 1,000 queries 

were generated by randomly selecting 20-second portions from the song database and 

playing them through inexpensive speakers attached to a PC. These song snippets were 

then digitized to be used as queries using an inexpensive microphone. For each query, 

we know the answer, i.e. correct song, because we know which song each query is 

derived from. Therefore, we can compute the error rate that could not identify the cor-

rect song. In addition, we generated 100 queries from songs not stored in a database  to 

evaluate the performance when a search returns no match. 

We compare our method with Haitsma-Kalker's method to assess the performance 

of ours. In our experiment, we set EncounterThreshold to 3 and MatchThreshold to 0.2 

in the search algorithm of Fig. 4. In addition, we also generated more 16-bit sub-

fingerprints with up to 2 toggled bits from each original 16-bit sub-fingerprint for a 

song and stored them in the index vocabulary together with the original. Therefore, our 

index maintains 136 (= 16C1 + 16C2) times more index entries compared with other 

indexing methods such as Haitsma-Kalker's method.  

We define the search size as the percentage of the songs' full fingerprints retrieved 

for comparison to the whole database size. The search size in our algorithm is in effect 

only one, in other words, we retrieve the full fingerprint of a song only if it is the cor-

rect song. This is due to the "multiple matching principle" and the "offset matching 

principle". Of between them, the offset matching principle makes the greatest contribu-

tion to the very small search size. On the other hand, Haitsma-Kalker's method could 

not achieve this performance. 

First, we study the performance when a search returns no match, hence has no early 

termination. We conducted the experiment using the songs with no match in the data-

base. In our algorithm, there is no case to load any candidate song's full fingerprint 

from the database when a match is not found. This is mainly due to the offset match 

principle because there is almost not the case that the offsets of match positions of sub-

fingerprints are also matched although some sub-fingerprints themselves may be 

matched accidentally when two songs are not actually similar. 

However, in Haitsma-Kalker's case, a significant percentage of the database needs 

to be searched even though there is no match, i.e. its search size approaches the data-

base size. This inefficiency is caused by their method that retrieves the candidate's full 

fingerprint from the database as soon as it finds a single sub-fingerprint match. 

Table 2 reports the proportions of candidate songs in a database that have any 

matches to the sub-fingerprints in a query even though the songs do not have actual 

match to the query fingerprint. It means that Haitsma-Kalker's method searches 85% 

(number of sub-fingerprint matches = 1 in Table 2) of the database when no match is 

found because it retrieves the candidate song's full fingerprint as soon as it finds the 

sub-fingerprint matched to a portion of query but does not succeed in finding actual 

song match. 

Second, let us study the performance when a search returns a match, hence it has 

early termination. Even in this case, Haitsma-Kalker's method searches a significant 

percentage ( 18%) of the database in our experiment. It is particularly inefficient to 

retrieve sporadically dispersered data from disk. Fingerprints in a database are actuallly 



 

retrieved randomly and it is very costly contrary to the access of inverted lists of index. 

On the other hand, our method retrieves only the correct song's full fingerprint. This is 

also due to the offset match principle of our algorithm.  

Third, let us consider the false dismissal rate in the search. In our algorithm, false 

dismissal is occurred when offset-match-counts of candidates are less than Encounter-

Threshold. Although we adopt the offset match principle to avoid the expensive opera-

tion of retrieving full fingerprints, the false dismissal rate of our algorithm is less than 

1% (Table 3). In effect, the fewer error bits in a query, the more likely the false dismis-

sal error is reduced. 

Finally, in the speed test, our method is far faster than Haitsma-Kalker's method. 

This speedup is achieved since our search algorithm checks only the correct song, 

while Haitsma-Kalker's method has to load and compare a significant percentage of the 

database. This is due to employing the strategy of postponing the access of database to 

fetch the full fingerprint of a song as well as the early termination strategy without 

considering all sub-fingerprints. The above experimental results show both of the ef-

fectiveness and efficiency of our indexing and search strategy. Table 3 summarizes the 

experimental results for both our algorithm and Haitsma-Kalker's algorithm. 

5   Conclusion 

In this paper, we propose a new search algorithm based on inverted indexing for effi-

ciently searching a large high dimensional binary database. The indexing method em-

ploys the inverted file as the underlying index structure and adopts the strategy of 

maintaining duplicated fingerprints with toggled bits, so that it reduces the song recog-

nition error rate and achieves the efficient song retrieval.  

The search algorithm adopts the "multiple match principle", the "offset match prin-

ciple", and the "early termination strategy", so that it postpones the fetch of full finger-

Table 2. Proportions of candidates that have sub-fingerprint matches to a query 

number of sub-

fingerprint matches 
 20  10  8  6  4  2 = 1 

proportions of 

candidates 
3.8% 22% 32% 45% 54% 77% 85% 

 

Table 3. Comparison between our algorithm and Haitsma-Kalker's algorithm 
 

Algorithm False dismissal rate Search size Average search time 

Our algorithm 0.74% 0.05% 30 msec 

Haitsma-Kalker's 

algorithm 
0.95% 18% 3120 msec 

 



 

prints and therefore it reduces the number of expensive random disk acceses dramati-

cally. 

The experimental result shows the performance superiority of our method to 

Haitsma-Kalker's. This makes our new indexing and search strategy a useful technique 

for efficient high dimensional binary database searches including the application of 

song retrieval. 
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