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Abdract. A lot of improvements were introduced lately irder to increase the
verification performance of biometric user autheatiion systems. One method,
besides many others, is the selection of spedfitures for each user during
the verification process. In this paper we presesecurity analysis of a user
specific bit mask vector, which was originally imdiuced to improve verifica-
tion performance on a Biometric Hash algorithm fgnamic handwriting.
Therefore, we use a reverse engineering attack adetih generate artificial
handwriting data and calculate error rates to erarttie impact on the verifica-
tion performance. Our goal is to study the effettadfeature selection by a
mask vector on artificial data in comparison to ea handwriting data. Our
first experimental results show an average decrebee equal error rate, gen-
erate by the artificial data, by appr®4% In comparison, equal error rates of
random attacks, using verification data of anotismr, decreases by an average
of approx.27%

Keywords: Biometrics, dynamic handwriting, feature selectisecurity analy-
sis, reverse engineering

1 Introduction and M otivation

Biometric user authentication is an important figldlT security today. It relies on
personal physiological or behavioral charactesstié a person. The purpose of a
generic biometric system is to determine and/oifwer person’s identity based on at
least one biometric modality (i.e. fingerprintsirivoice etc.). Like in every other au-
thentication system, i.e. knowledge based (passwor@IN), it is crucial to protect
the reference data (templates) from being misu8edariety of biometric template
protection methods were introduced during the Yestrs to prevent the misuse of
biometric data. Jain et al. categorize in [1] a&stbn of template protection schemes
for several biometric modalities and describe thadvantages and disadvantages.
Besides security issues, authentication performéneg¢so a key requirement to bio-
metric authentication systems. During the last yealot of research in almost every
biometric authentication algorithm and modalitydisne to improve user authentica-
tion performance. Many of which rely on the concepfeature selection. For exam-



ple, Fratric et al. propose in [2] a novel methddeature extraction from face images
to improve recognition accuracy. They use a saddbcal binary linear discriminant
analysis (LBLDA), which combines the good charastars of both methods LDA
and local feature extraction. Hollingsworth et iatroduce in [3] a method where
potential fragile iris code bits are masked to éase the separation between the
match and non-match distributions in iris basedhentication systems.

A further technique to improve user authenticatpmmformance is biometric fu-
sion. Rathgeb et al. describe in [4] a genericoiugechnique for iris recognition at
bit-level (called Selective Bit Fusion) to improwecuracy and processing time.
Nageshkumar et al. propose in [5] an authenticatiethod for a multimodal biomet-
ric identification system using the two traits faned palmprint.

Specific feature selection is, besides many ottesther method to improve au-
thentication performance, whereby useful featumes determined during a feature
selection process. In this context, useful feataresthose which positively affect the
user authentication and biometric hash generatexfopnance. In [6] Kumar et al.
show that an evaluation and selection of usefuineiic features can improve the
recognition accuracy. They used a correlation bdsatlre selection (CFS) for bi-
modal biometric systems and analyzed the clasiditgerformance. Makrushin et
al. compare in [7] different feature selection ®gges to determine sophisticated
features. It has been shown that forward and batka@lection algorithms have al-
ways better results than considered heuristics.

We introduced in [8] a much simpler feature setettinethod which leads to simi-
lar findings compared to [7]. A user specific biask is generated during the enroll-
ment process to enable/disable certain featurdsnitiie verification process.

In this work we focus on the security perspectiv¢éhis user specific bit mask ap-
plied on a Biometric Hash algorithm for dynamic thamiting [10] with respect to a
specific attack scenario. We analyze whether anpiateattack gains any advantages
or disadvantages when a user mask vector is us@agdhe verification process. In
order to perform a security analysis, we use arsevengineering attack method in-
troduced in [11] and [12] to check the securityeaf§ of a user specific bit mask vec-
tor. Since we already observed in [11] and [12} twnmputer generated handwriting
samples of this attack method are not as good msuhdorgeries, we like to examine
if a selective feature approach may affect theefalsceptance characteristics of syn-
thetically generated data. Secondly, we like to para the behavior of the system’s
verification performance using artificial verifitah data similar to genuine verifica-
tion data under feature selection approach.

The structure of the paper is as follows. In secBidhe Biometric Hash algorithm
for dynamic handwriting is shortly presented. Tiseruspecific feature mask and its
generation are described in section 3. A revergiearing attack method based on a
spline interpolation technique is introduced intget 4. Experimental results are
shown in section 5 and a conclusion and possililedprospects are given in the last
section.



2 Biometric Hash Algorithm

The Biometric Hash algorithm for dynamic handwigtithereafter BioHash) is ini-
tially introduced by Vielhauer et al. in [9] andhemced in [10] in order to generate
stable individual biometric hash values as welt@aperform biometric verification
based on the hashes. Generally, the raw data &f éyatamic handwriting sample
consists of a time dependent sequence of physaaks derived from a digitizer
device (e.g. Tablet PC, signature tablet). The datssist of five values per sample
point: pen tip positions x(t) and y(t), pen tip gsare p(t) and pen orientation angles
altitude®(t) and azimutto(t).

A so-called Interval MatrixM is determined by the BioHash algorithm during the
enroliment process for each user separately.IWhealculation is based on raw data
of the writer and the parameters Tolerance FaaidrTeolerance Vector. From each
raw data sample derived from each person durin@tinellment process, a statistical
feature vector (static and dynamic features) iswated with a dimensionality &
(k=131 in the reference implementation used in this pafdrelM consists of a vec-
tor containing the length of a mapping interval éach feature and an offset value
vector. Both vectors are calculated based on alysisaf intra-class variability of
the user using its statistical feature vectors meduduring enrollment session.

The Biometric Hash algorithm provides two possila to parameterize the hash
generation by scaling the mapping intervals stémetieIM: Tolerance FactofF and
Tolerance VectomV. The Tolerance Factdi- is a global hash generation parameter,
which is a scalar value. Using ti&, it is possible to scale the mapping intervals for
all features by one global factor. In contrasthteTF, the aim of the Tolerance Vec-
tor TV is to provide an individual scaling of the mappinterval of each statistical
feature separately. Thus, the dimensionality'\éis alsok. TV can be calculated indi-
vidually for each user or globally by a group o€iss e.g. either based on a disjoint
group of users, but also on all or a selectionnobked persons.

Based on one statistical feature vector derivethfilee enrollment data and the us-
ers’ individual IM the so-called interval mapping function determittes reference
hash vectob, of a user. Therefore, the feature dependent iatéemgths and offsets
provided bylM are used to map each of thetatistical features to the corresponding
hash value. Each further biometric hash is caledlat the same manner, independ-
ently if it is used for biometric verification oabh generation application. For verifi-
cation, the hash vectdrderived from the currently presented handwritingiple is
compared against the reference hash vdgipby Hamming distance measurement.
For more details of the single calculation steps, interested reader is referred to
reference [10].

3 Feature Mask Vector

In addition to the reference BioHash vedbf and the corresponding Interval Matrix
IM, we generate k dimensional K=131) feature mask vectavlV for each useMV
is created during the feature selection process #ie enrollment. The main idea of



creating a feature mask vector is to select orldesspecific features. If a bit is set to
1, the represented feature is considered duringehiéication process and if it is set
to 0, it is not taken into account.

To create a user specific feature mask vebtor raw data samples, s, ..., $
which are not used during the enrollment processyequired. The identifiem indi-
cates the maximum number of used samples. Thrpe kte/e to be executed to gen-
erateMV. Firstly, feature vectors, fv, ..., fy, are determined based on the raw data
sampless, s, .., $ Secondly, feature vectdw, fv, ..., fy, of each user are mapped
to BioHash vectord,, by, ..., i using the corresponding Interval Matiid of the
user. Within the last step, one feature mask vedibfor each user are determined by
an element-wise comparison of each BioHash vegidn, ..., i and reference Bio-
Hashb. If a certain number of values at positios equal, the correspondingh bit
of MV is set tol; otherwise it is set t0. The result is &-dimensional feature mask
vectorMV. This vector is a new part of the reference déteash user and therefore
stored together with corresponding Interval Mathk and BioHaslb,;, for example
in a database or on a Smart Card. During the eatifin process only selected fea-
tures, which are marked by “ones” with#V, are considered.

This method allows a simplistic user specific eimaplor disabling of used fea-
tures. We come in [8] to the first conclusion ttis application of feature mask vec-
tor MV leads to improved recognition accuracy. In outstethe equal error rates
(EER see section 5.1) decreases noticeable by dppately three percentage points.
Furthermore, the reproducibility of generated bitnehashes increases in all tests
considerable. The average increase of the repriotucate (RR see section 5.1) is
approx.26% These results show that a simple feature setedmategy is able to
substantial increase the biometric hash generasowell as the user authentication
performance.

4 Reverse Engineering based Attack Method

In previous work ([11] and [12]) we introduced athwd for constructing biometric
raw data from given reference data. This methdzhsed on the following conditions.
A potential attacker has compromised a biometrgetaverification system and has
access and knowledge to username, reference Bidbgshnd Interval Matrix I(V)
for each registered individual. The operating pple of the BioHash algorithm is
openly published and is accessible for everyone igliaterested in (Kerkhoff princi-
ples). The attacker’s aim is to generate synthetic data that produces a BioHash
b.i, which is almost identical to the reference Bioklhg;. He determines the differ-
ences by calculating the Hamming Distance betwhemt Consequently, he tries to
provoke a false-acceptance using his artificiabperated raw data.

In [11] we determined the following vulnerability the Biometric Hash algorithm.
When BioHashb,s and corresponding Interval Matrli are given, a reverse map-
ping to create a feature vectfw,. can be performed. Due to the fact that is
determined fronb,,; and correspondintM, it can be mapped with help Bl to b
again and therefore be used to reconstruct raw Hated on it. If an attacker takes



advantage of this vulnerability (reverse mapping)clan reduce his work on recon-
structing raw data based on that calculated feataotorfv,, i.e. in feature space
rather than on the BioHash.

|| Feature ﬂ

1 ./ Basic Raw
1

E Interval Matrix (IM) ' Vector 11 Data Reconstructed E
: n i1 Structure Raw Data
Ii;aature Ve Neale Basic Raw | ! Additional
BioHash by | leclto_r |::> Data |:> Feature |::>
alculation Construction |11 Integration
Step 1 Step 2 Step 3

Fig. 1. lllustration of steps 1 to 3 of the raw data gatien approach

Figure 1 illustrates the three main steps of thecktmethod to generate raw data.
Step 1 implies the calculation B, using reference BioHadd; and corresponding
IM. Within step 2 a spline interpolation function geates a basic raw data structure.
This is done based on specific feature element&.Qf which contains the amount of
maxima and minima for horizontal pen movement dighaespectively vertical pen
movement signal Y. All splines are set randomlyngsa pseudo random number
generator (PRNG), which requires a seed value. iffidementation of additional
feature into the basic raw data structure is donstép 3. These additional features
represent minimum, maximum and average of pressugeangle values. The algo-
rithm simply sets an arbitrary chosen sample panat marks it with the maximum or
minimum value. All other sample points are set iway that the sum matches the
average value. This procedure can be done for ymessd both angle values. The
result of all three steps is a set of synthetic data of an artificial handwriting signal.
Due to the reverse engineering algorithm the shapgenuine handwriting signals
and artificial handwriting signals do not look sianiat all (see figure 2). A detailed
description on the algorithm is described in [144 §12].

Fig. 2. Original genuine handwriting signal (left) andifiatal handwriting signal (right)



5 Experimental Evaluation

In this section we describe our methodology andpstdr the experimental evaluation
and show first results on the verification and siégperformance of the user specific
feature mask vectdvV in context of reverse engineering based attacks.

51 Methodology

In order to demonstrate the improved verificatiarfprmance of an applied user
specific feature mask vectdV on the BioHash algorithm, we compare the verifica-
tion performance with and without appliddV. Afterwards we use the raw data,
which is generated by the attack method describeskection 4, to test the security
impact of an appliedMV. Therefore, biometric error rates FRR, FAR and EER
calculated for both settings. The ratio betweenrthmber of false rejections of au-
thentic persons and the total number of tests serideed by the false rejection rate
(FRR). The FAR (false acceptance rate) is the flagiveen number of false accep-
tances of non-authentic persons and the entire aunftauthentication attempts. The
equal error rate (EER) is a common measuremeniameirics for a comparative
analysis of the verification performance. EER demdhe point in error characteris-
tics, where FRR and FAR vyield identical value. Rartmore, we calculate the false
acceptance rate caused by the reverse enginedtaul anethod and corresponding
equal error rate (EER. The FAR, is the ratio between number of false acceptance of
artificially generated imposter data (attack rawajland the entire number of authen-
tication attempts. Consequently, EE&onates the point in error characteristics where
FRR and FAR yield identical value.

We also evaluate the reproducibility rate (RR) aallision rate (CR) for both set-
tings including the attack data; these values elaed sums of identical reproduced
hashes in genuine and both imposter trials (sep.[B2cause of the reciprocal effect
of RR and CR, a tuning of the system to improvel&4&is to a degradation of CR and
vice versa. Therefore, the collision reproductiater(CRR, [12]) is selected as a hash
generation quality criterion. The CRR is definedthe following equation, whereas
CR and RR are equally weighted.

CRR:%(CR+ (- RR) @

CR and CRR, describe collision rate and collision reproductiate of the attack
data, which is generated by the reverse engineattagk method.

5.2  Experimental Settings

The biometric database of our initial tests cossi$éB9 subjects, which have donated
30 handwriting samples in three sessions with amvateof at least one month be-
tween two sessions. Within a session a user prevdid@andwritten samples for five
different semantics (5850 test samples overallesEhsemantics are “Free chosen



Pseudonym”gseudonym “Free chosen Symbolsymbo), “Answer to the Question:
Where are you from?”p{ace), “Fixed 5 digit PIN: 77993" gublic PIN) and “Free
chosen 5 digit PIN"gecret PIN. It has been observed in [10] that semantics yred
similar recognition accuracy compared to handwgitdignatures, without disclosing
the true identity of the writer. All samples weraptured under similar laboratory
conditions using a Toshiba M200 Portege tablet P& handwriting samples ac-
quired during the first session are used as enesitrdata in order to determine the
reference BioHash,.; as well as to generate the Interval Mativk The samples of
the second session are used for tuning of the dinder FactofF and feature selec-
tion in terms of feature mask vector calculatiomaly, the data collected within the
third session are used for evaluation. Ten raw siataples are generated by the attack
method for each user based on its reference datdaBhb,s andIM (39 users times
10 test samples). These test samples are usettttata EER.,, CR,, and CRR.

In addition, an attempt of one user to be veriisdanother one is considered as an
imposter trial (random attack). Each test impB&9 genuine trials, where reference
data of a user is matched against its own verifinatata 89 user timedl 0 test sam-
ples) andl14,820imposter trials (random attacks), where referesh@a of a user is
matched against all other verification data exdepbwn @8 user claims time89
actual users time$0 test samples). Within the feature extraction pseoef the Bio-
Hash algorithml31features are calculated based on the handwritieiples.

Tablel. Tolerance factorT{F) values used during the evaluation

Semantic TF in CRR mode TF in EER mode
Public PIN 1.50 1.00
Secret PIN 1.75 1.00
Pseudonym 2.50 1.25
Symbol 3.50 1.50
Place 2.50 1.25
Since all features are considered equally, theante vectofVis setto g, ..., J.

Thus, the tolerance factofFE) is the main parameter for controlling hash getiema
as well as verification performance. In previougkviY] we already determined tol-
erance factor values of the same evaluation dattwf scenarios, lowest EER (EER
mode) and highest RR (CRR mode), in all semankicsording to these results of the
previous test, based on &B1features, th&F values are set as shown in table 1.

Feature mask vectors are generated for each uséirsemantic classes separately,
as described in section 3, using the evaluatioa dathe second session. During the
MV generation, only if all values at a specific piositi of all BioHash vectors are
equal, therMV, is set tol. The minimal, average and maximal amounts of ssiec
features are determined to show how many featuseacually used during the veri-
fication or hash generation process. Note thaettauation protocol leads to a realis-
tic scenario since the reference data has alreadgrgone an aging of at least 2
month compared to the evaluation data.



5.3 Experimental Results

Table 2 shows equal error rates (EER and BEdR all semantics with and without
appliedMV. By comparing the first columns of each sectiohgwe the EER is pre-
sented for all semantics, a decrease of all EEfRealy noticeable. The highest drop
of 4.67 percentage points (relative drop4#.61%) is caused by the semantic pseudo-
nym. Similar results are recorded by the EERhe highest drop of 2.2 percentage
points (relative drop 0#6.8%) is achieved by semantseudonymSemantigublic
PIN even reaches an EERf 0%. In one case a slightly increase of the EERO0.2
percentage points occurs (semaptace).

Table 3 shows reproduction rates, collision ratesb @llision reproduction rates of
all semantic classes with and without applied dmet@ature mask vectavlV. If a
MV is used all reproduction rates increases sigaiftly by an average of approxi-
mately 19%, whereas the collision rates also irsedry an average 81.%

Table 2. Equal error rates (EER) of all semantic classe84) with and without applietV.

. No MV MV
Semantic
EER EER. EER EER.

Public PIN 17.46 2.56 13.25 0.00
Secret PIN 12.71 141 11.54 0.25
Pseudonym 10.96 4.70 6.29 2.50
Symbol 9.45 1.86 6.44 1.35
Place 9.79 2.30 7.09 2.50

The largest reproduction rate increase is obtaimgdhe semantiqublic PIN
(51.79% up to 72.54%and the highest reproduction rate was achievedenyantic
symbol 94.35%). Collision rates of associated attack test sasaie in almost every
semanticzera Within semantic symbol a slightly collision raté0.76%is recorded
during the experimental tests.

Table 3. Collision reproduction rates (CRR/CRRreproduction rates (RR) and collision rates

(CR/ICRy) of all semantic classes (in %) with and withoseuspecific feature mask vector
MV.

No MV MV
RR CR CR CRR CRR|RR CR CR|CRR CRR

Semantic

Public PIN 51.79 510 0.00 26.65 2410 7254 8.34000 17.88 13.71
Secret PIN 60.00 485 0.00 2242 2000 7820 9.1M0pP 1548 10.89
Pseudonym 71.02 433 0.00 16.65 14{48 84.61 5.840 [010.61 7.69
Symbol 86.92 540 0.00 9.24 6.539435 6.72 0.76| 6.18 3.20

Place 71.02 406 0.00 1652 1448 87.17 557 0.0019 9 6.41

Table 4 shows the minimal, average and maximal amofiselected features rep-
resented by the feature mask vector in each seenaass for both scenarios (verifi-



cation and hash generation mode). The minimal ain@fh of features used during a
verification process is obtained by semartidlic PIN within the EER mode. In
CRR mode the number of used features is alwaysehitfan in EER mode. The av-
erage amount of selected features over all sensantiEER mode i422 and in CRR
model28

Table 4. Minimal, average and maximal amount of selecteduiees for each semantic in both
scenarios (verification and hash generation mode)

Public PIN Secret PIN Pseudonyr{n Symbol Place
Mode | EER CRR| EER CRR EER CRR EER CRR EER CRR
Min. 87 96 89 107 | 103 120, 113 126 107 123
Avg. 120 126 | 120 127} 123 128 125 130 122 128
Max. 129 131} 130 131 131 131 131 131 131 131

6 Conclusion and Future Work

In this work we study the security impact of an laggp user specific feature mask
vectorMV introduced in [8] on a Biometric Hash algorithnr fynamic handwriting
[10]. Therefore, we use a reverse engineering lattaethod introduced in [11] and
[12] to generate attack test samples for each @ar.goal was to see if the feature
mask vectoMV has any affect on artificial data and if so, dre tesults similar to
genuine verification data. Within the experimertidts, equal error rates for both
settings, with and without appliedV, were evaluated. First results indicate that an
applied feature mask vector reduces the false temcep rates caused by the attack
test samples significantly. Consequently, this $etrda decrease of EERn almost
every semantic class by an average of ap@é% Compared to the decrease caused
by theMV on the EER of random attacks (average drop by 2@&?fjicial data are
more effected. It seems that an applied featur&k mastor has even a greater security
impact on artificially generated data then on geaudata and random attacks. Colli-
sion rates caused by the artificial generated @latalmost every semantia%) sup-
port this assumption. These results point out, #m@pplied specific feature mask
vector improves not only the verification but alde security performance of the
Biometric Hash algorithm by reducing error ratepased by artificial samples. Nev-
ertheless, a slightly increase of an EE®R 0.2 percentage points and a minor colli-
sion rate 0f0.76%during an appliedV needs to be studied further. In order to sub-
stantiate the first experimental results furthestde using more individuals and a
greater amount of attack test samples, have tab@&d out. Also the reverse engi-
neering method can be improved to generate moigesff imposter data in order to
execute a more sophisticated security performaeste ©One possible research direc-
tion here could be a composition of handwritingnsilg from sets of base letter struc-
ture components with the pseudorandom spline fanctrhis method may also lead
to more realistic looking artificial handwriting ®@athen those which were generated
by the actual reverse engineering method.
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