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Abstract. Physically Unclonable Functions are a promising tool to pro-
tect against counterfeiting attacks. Yet, as with any security system, it
is important to embed them in a sound protocol, ensuring that no un-
expected weakness is present in the �mortar� binding the components
together. This paper proposes an anti-counterfeiting protocol that prov-
ably reduces to natural properties of its underlying components, namely
an image-based Physical Function System bearing physical unclonability
and an existentially unforgeable signature scheme. Experiments con�rm
the practical feasibility of our construction.

1 Introduction

Counterfeiting of trademarked products is a rapidly growing problem for the
worldwide economy. Two types of threats are to be faced. On the one hand, In-
sider Counterfeiting (manufacturer overproduction) refers to unauthorized pro-
duction by the legitimate manufacturer who realizes pro�ts by producing extra
quantities outside their license agreement [1]. On the other hand, Outsider Coun-
terfeiting refers to unauthorized reproduction of products by other counterfeiters.
Many ad-hoc methods have been proposed to avoid counterfeiting. Examples in-
clude so-called overt physical identi�ers such as hologram and inks that visibly
alter under light, or so-called covert technology such as invisible inks, proprietary
photonic inks [2] and Radio Frequency Identi�cation (RFID) Tags [3].

Recently [4, 5], Physically Unclonable Functions, or PUFs, have been intro-
duced and, among many other applications, proposed as an e�ective tool for
anti-counterfeiting systems. A Physically Unclonable Function (PUF) is a func-
tion that is embodied in a physical structure and is easy to evaluate, but hard
to clone. Generally, a PUF interacts with stimuli (challenges) in an intricate
way, and leads to unique and unpredictable responses. As a particular example,
image-based PUFs are based on random visual features assessed by an imaging
method. These can be employed for identi�cation purposes [6].

For anti-counterfeiting applications, the core concept of using PUF primitives
is to rely on the unique physical properties to identify a product. The PUF can be
either intrinsic in the product or extrinsic and glued to the product. The general



idea is to digitally sign the product information (e.g. EPC code) together with
the information extracted from the embedded PUF and use this signature as the
certi�cate of authenticity [7�11].

Various image-based PUFs have been proposed to be applied in anti-count-
erfeiting systems, in di�erent contexts and under di�erent assumptions [10, 12�
16]. In this paper, we propose a uni�ed formal treatment of the use of image-
based PUFs as a counterfeiting prevention tool. Starting with a description of
an image-based Physical Function System, we de�ne a secure anti-counterfeiting
scheme and provide a construction meeting this de�nition. The construction
combines physical protection blocks with cryptographic protection blocks. We
de�ne an attack model and derive the security property a PUF must ful�ll in
order to be eligible as a secure physical building block. We prove that this security
property is equivalent to the physical unclonability property that was de�ned
in [17]. We �nally illustrate our model by studying a practical example.

The rest of the paper is structured as follows: Section 2 brie�y describes pre-
vious works. In Section 3, we bring the previous approaches to the formalization
of a Physical Function System and particularly image-based Physical Function
System. In Section 4, we present an informal view of the anti-counterfeiting
scheme and the security assumptions which is followed by the formal de�nition
of anti-counterfeiting scheme in Section 5. Then we provide the attack model
and formalization of the security of the anti-counterfeiting scheme in Section 6.
Section 7 discusses application on a practical example.

2 Previous work

Early works that exploit the physical properties of random structures for authen-
tication purposes date back to [18, 19]. The term Physically Unclonable Func-
tion was introduced by Pappu [4,5]. Since then, many di�erent physical objects
have been proposed as PUF candidates, including Optical PUF [4, 5], Coating
PUF [20], Silicon PUF [21�23], SRAM PUF [24], Paper PUF [10, 12�14], Phos-
phor PUF [3,15], Laser-Written PUF [16,25], etc.

Various application �elds have also been proposed, such as secure key gen-
eration [26,27], key storage [28], or in the design of block ciphers [29]. The idea
of combining cryptographic means such as digital signature together with infor-
mation extracted from the embedded PUF for authentication purpose was �rst
applied in [7�11,26].

3 Background

Armknecht et al. proposed a generic security framework of physical functions
[17]. They explored the physical functions in general, where unclonability is
only one possible security property. We brie�y describe the components of the
framework which will be used in anti-counterfeiting scheme afterwards. For a
detailed description of each component we refer to [17]. A Physical Function
(PF ) consists of a physical component p and an evaluation procedure Eval. A



PF (PFp,αPF : X → Y) takes as input a challenge x and outputs a response y.
The challenge-response behavior of a PF relies on the properties of the physical
component p, an evaluation parameter αPF and some evaluation noise (measure-
ment uncertainties). A Physical Function is a probabilistic procedure because on
a single challenge, it may produce di�erent responses due to the evaluation noise.
Since the output of the PF is noisy, usually it is combined with an extraction
algorithm Extract with an extraction parameter αEX that compensates a cer-
tain amount of noise and provides robust output. In addition to the response
y, Extract also takes as input some helper data h generated the �rst time p was
evaluated (i.e. in setup mode) and helping noise removal. The combination of
PF and extraction algorithm is considered as one single building block which is
de�ned as:

De�nition 1 (Physical Function System [17]). A physical function system
PFS is a probabilistic procedure

PFSp,αPF,αEX : X × (H ∪ {ε})→ Z ×H, (1)

where X is the set of challenges, H the set of helper data values, ε the empty
string, and Z the set of outputs. Internally, a PF system is the combination of
a physical function and an extraction algorithm Extract, i.e.,

PFSp,αPF,αEX(x, h)

= ExtractαEX(PFp,αPF(x), h)→ (z, h′)
(2)

If h 6= ε, then h′ = h. Only in case h = ε, a new helper data h′ is generated
for x. In the following, we omit the internal components and abbreviate PFS =
PFSp,αPF,αEX

.

Note that h = εmeans that Extract should be executed in setup mode to generate
a new helper data h w.r.t. challenge x. In case h 6= ε, Extract should be executed
in reconstruction mode to recreate output z associated with challenge x and
helper data h.

In [6], the authors specialize the general Physical Function System for the
speci�c case of image-based PUFs. The reason for specialization in image-based
PUFs is twofold. First, the application of image-based PUFs is speci�c and is
mainly for anti-counterfeiting systems. As a matter of fact, unlike some PUFs
(e.g., optical PUFs), the input to image-based PUF is usually a �xed challenge
and therefore a mathematical clone (a mathematical procedure that yields the
same challenge-response behavior as the PUF e.g., a fake image) can be cre-
ated by imitating the response of the PUF to this challenge (this is further
discussed in Section 4.1). Secondly, the response of the image-based PUF is a
real-valued image and require that a speci�c processing (i.e., dimensionality re-
duction and binarization) be integrated with the extraction procedure. Fig. 1
illustrates image-based PF system in setup and reconstruction mode.

An image-based PF System includes an image-based PF with a �xed chal-
lenge (X = x) and an image-based Extraction. In set-up mode (Fig. 1(a)), image
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Fig. 1. Image-based Physical Function system [6].

hashing compresses and binarizes the response of the image-based PF ys and pro-
duces the image hash ys. Then a typical fuzzy extraction called Code-O�set fuzzy
extraction [30] is applied. It masks the image hash ys with a random code-word
Czs of a prede�ned Error Correcting Code (ECC) and generates output zs and
helper data h. In reconstruction mode, the response of the PF to the same chal-
lenge is evaluated yr and image hashing generates image hash yr. Then ouput zr
is reconstructed using the image hash yr, second part of helper data hz and ECC
decoding as depicted in Fig. 1(b). For a more in depth view of the components
of an image-based Physical Function System, we refer to [6].

4 Informal Description of Anti-Counterfeiting Scheme

In this section, a general view of the components of the anti-counterfeiting
scheme and the security assumptions are described. The components of the
scheme will be discussed in detail in the following section.

1. A con�guration step Config is performed by the trademark owner and the
PUF provider. They decide about the type of PUF, the parameters of the
system, etc. A private/public key pair is also established in this step.

2. The PUF provider runs a creation process Create and delivers the created
PUFs to the trademark owner.

3. A registration step Reg is performed by the trademark owner. It includes
extracting digital information from the PUF and digitally signing this infor-
mation plus some side information (e.g. serial number) about the product.
Depending on the context, this step can take place either after the product
to protect has been manufactured, or before: the PUF and registration data
can for example be shipped to the manufacturer to be later physically or log-
ically bound to the product. The PUF and data could for example be glued
and printed on the product, or on a certi�cate of authenticity accompanying
it. The product and PUF are then delivered to the market.



4. A veri�cation process Verif is performed each time someone wants to deter-
mine whether the embedded PUF of a given product is authentic or not.
Examples of entities performing the veri�cation process includes: trademark
owner, customs, wholesaler or retailer and end-user.

4.1 Security Assumptions

1. As a classical property of physically unclonable functions, we expect that,
due to uncontrollable variations during the manufacturing process, PUFs
cannot be physically cloned, i.e. that it is practically impossible/very costly
for an adversary to generate pairs of PUFs yielding identical behavior when
queried. We will provide an explicit phrasing of this expectation later in this
paper (Eq. 8), and describe a testing methodology in Section 7.2. A PUF
is usually employed to protect products whose value is less than the cost
of cloning the PUF. As technology grows, we may expect that the cost of
cloning a PUF does not anymore exceed the product value. As a consequence,
the PUF-based system may need upgrade by time.

2. Image-based PUFs are physically unclonable and not necessarily mathemat-
ically unclonable. Mathematical unclonability means that it should be very
hard to construct a mathematical procedure that yields the same challenge-
response behavior as that of the PUF. Image-based PUFs in general do not
have this property and a mathematical clone (e.g. a fake image) can be cre-
ated by imitating the response (image) of the PUF. As a consequence, we
assume that any veri�cation process involves a prior veri�cation that a real
PUF, and not a mathematical clone (e.g. a picture) is being dealt with.

3. The various steps of the anti-counterfeiting scheme, i.e. Config,Create,Reg
and Verif are performed by trusted parties, using trusted parameters. In
particular, this implies that registration is only performed on physical com-
ponents originating from a trusted source.

4. We authenticate the PUF and not the product. This is equivalent to authen-
ticating the product itself when the PUF is inherently part of the product
(intrinsic PUF). It is not necessarily the case when the PUF is a distinct
object attached to the product (extrinsic PUF), but is still be su�cient
in most anti-counterfeiting scenarios (both insider and outsider), where the
trademark owner mostly wants to control the amount of products delivered
to the market1.

The above assumptions lay down a sound framework for implementing a
secure PUF-based system. Let us brie�y discuss some of their consequences.

As usual, we assume (assumption 1) that the PFS system in use generates
inherently unique tags. However, it is di�cult to ensure that, by modifying the
generation parameters, an adversary will not be able to come up with a degraded

1 For other scenarios, where an inseparable link between the PUF and the product is
necessary, intrinsic PUFs, or additional measures such as using a tamper-proof seal
would be necessary.



version of the PFS that will trigger collisions2. This could yield collision-based
attacks, in a way very similar to hash-function collision attacks against signa-
ture schemes, where an adversary generates degraded tags, gets one of them
registered, and can use this as a registration proof of the other ones. Checking
whether a given tag was produced using the appropriate parameters is not al-
ways obvious for the registration authority or veri�er. Assumption 3 allows us
to get basically rid of that concern, as we assume that the only tags that will be
registered are those produced by a trusted source, and thus implicitly using the
correct parameters. We are thus left with the much more natural assumption
that tags produced using di�erent parameters would be su�ciently di�erent to
be sure that they cannot induce a collision with the �honest� ones. Of course,
the validity of this �natural� assumption should still be asserted by the system
designer when selecting a speci�c PUF realization.

It is worth noting that, although we assume above that the veri�cation is per-
formed by a trusted party, this trust is in fact only limited. An untrusted veri�er
is impossible to capture in a security model, in the sense that it is impossible to
prevent a rogue veri�er from simply providing a positive answer to any veri�-
cation request. Nevertheless, the use of asymmetric cryptography allows storing
only public, non-critical keys on the veri�er's side. So a compromised veri�er can
(inevitably) be used to provide incorrect information to its user, but it cannot
be exploited to a�ect the system's global security.

5 Formal Model of Anti-Counterfeiting Scheme

Let us now formally de�ne our anti-counterfeiting scheme. In addition to the
aforementioned PFS, it relies on a signature scheme providing existential un-
forgeability under an adaptive chosen messages attack. Intuitively, this means
that it is impossible for an adversary running in �reasonable� time to produce
the signature of a new message, even if he can beforehand request the signature
of many messages that he chooses. We refer to [31] for a complete de�nition of
this security property, which is a classical requirement of signature schemes.

De�nition 2. The anti-counterfeiting scheme Π includes tuple of four processes
(Config,Create,Reg,Verif) satisfying the following:

1. Config: The con�guration process is performed one time and determines the
type of PUF and the parameters of the system including the �xed challenge
x, creation parameter αCR , evaluation parameter αPF, extraction parameter
αEX and a pair of private key sk and public key pk.

2. Create(αCR)→ p. The creation process takes as input the creation parameter
αCR and outputs the physical component p based on the creation parameter
αCR.

2 As an extreme example, consider modifying an image-based PUF so that all produced
tags are uniformly black.



3. Regx,αPF,αEX,sk(p,Aux)→ (σ, h,Aux). The registration process Regx,αPF,αEX,sk

takes as input the physical component p and optional auxiliary data. Aux-
iliary data Aux includes side information about the PUF such as its serial
number or EPC, creation date, expiration date, distribution points, etc. Since
the challenge x, αPF , αEX and the private key sk are �xed and implicitly
trusted, we usually discard them in our notation, that is we simply write
Reg instead of Regx,αPF,αEX,sk. The registration process Reg is performed in
two phases:

1) The set-up mode of the image-based PF system (See Fig. 1(a)) is executed
for p using x, αPF and αEX, yielding the output z and helper data h as:

PFS(x, ε)→ (z, h) (3)

2) The output, helper data and auxiliary data are signed using the private
key sk, yielding the signature σ = Signsk(z||h||Aux).

4. Verifx,αPF,αEX,pk (p, h,Aux, σ) → b ∈ {0, 1}. The veri�cation process
Verifx,αPF,αEX,pk takes as input a physical component p, helper data h, aux-
iliary data Aux and signature σ, and outputs a validity bit b. Hereafter, we
simply write Verif instead of Verifx,αPF,αEX,pk. The veri�cation process Verif
is also performed in two phases:
1) The reconstruction mode of image-based PF system (See Fig. 1(b)) is
executed for p using x, αPF, αEX and the helper data h. The output zr is
generated as following:

PFS(x, h)→ (zr, h) (4)

2) The verification algorithm of the signature scheme is executed on (zr||h||Aux)
using the public key pk to check the authenticity of the PUF. The verification
algorithm of the signature scheme outputs a bit b, with b = 1 meaning sig-
nature valid and b = 0 meaning signature invalid.
The veri�cation process outputs the bit b.

6 Attack Model and Security

For our security analysis, we assume that the Adversary A has access to an oracle
CReg(.). When it is queried with parameter αCR,i, this oracle checks whether
αCR,i ∈ ACR and, if it does, creates pi, registers the created pi and returns
(pi, σi, hi, Auxi) (Fig. 2).

In practice, only adversaries with bounded time and computational e�ort are
relevant. Thus we consider only PPT adversaries and additionally limit them to
query the CReg oracle at most q times.

De�nition 3 (Attack Model). Let Π = (Config,Create,Reg,Verif) be the
anti-counterfeiting scheme. Adversary A is given pk and oracle access to CReg(.)
as de�ned above. Let Q be the set of pairs (p,Aux) that were generated by
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For 1 ≤ i ≤ q
A sends the ith query

?(p,p′)

�pi, σi, hi, Auxi

-αCR,i

Oracle Creg(.)

If αCR,i ∈ ACR then

Create(αCR,i)→ pi

Reg(pi, Auxi)→ (σi, hi, Auxi)

Fig. 2. Counterfeiting experiment CounterfeitA,Π(q).

CReg(.). The adversary A then generates a set of (p′, h′, Aux′, σ′). The output
of the counterfeiting experiment CounterfeitA,Π(q) is de�ned to be 1 if

Verif(p′, h′, Aux′, σ′)→ 1 and (p′, Aux′) /∈ Q. (5)

The security of the anti-counterfeiting scheme is then de�ned as follows:

De�nition 4 (Security). The anti-counterfeiting scheme Π is β-secure if for
all probabilistic polynomial-time (PPT) adversaries, we have:

Pr
�
CounterfeitA,Π(q) = 1

�
≤ β (6)

Lemma 1. Suppose that the signature scheme is existentially unforgeable under
an adaptive chosen message attack. If the output of the adversary experiment is
1, then there exists at least one instance pi such that there has been a registration
step:

Reg(pi, Auxi)→ (σi, hi, Auxi) (7)

and σ′ = σi, h
′ = hi, Aux

′ = Auxi and z
′ = zi s.t PFS(x, hi)→ (z′, hi).

Proof. Suppose that there does not exist any pi that has been registered by a
trusted authority such that σ′ = σi, h

′ = hi, Aux
′ = Auxi and z

′ = zi. Then,
Verif(p′, h′, Aux′, σ′, pk) → 1 implies that the adversary succeed in producing a
valid signature pair ((z′||h′||Aux′), σ′) for a signature that has not been produced
by the signature scheme. This contradicts the existential unforgeability assump-
tion for the signature scheme.

As a direct consequence of Lemma 1, the only way for the adversary to
make a counterfeit is to produce a physical component p′ that collides with
a previously registered physical component pi, i.e. provides the same output
using its corresponding helper data hi. Hence, the security property of the anti-
counterfeiting scheme can be evaluated as follows:



Property 1. The anti-counterfeiting schemeΠ is β-secure (w.r.t. x) if for all PPT
adversaries A that are limited to calling the CReg oracle at most q times, it holds
that:

Pr
�
PFS′(x, h)→ (z, h) : PFS(x, ε)→ (z, h)

CounterfeitA,Π(q)→ (p, p′);

p ∈ [Create(αCR ∈ ACR)]; p
′ ∈ [Create(α′CR ∈ ACR)]

�
≤ β

(8)

where `:' denotes the conditional probability and PFS′ is the PF system using
p′. The security experiment CounterfeitA,Π(q) is depicted in Fig. 2.

This corresponds to the existential physical unclonability property that was
de�ned in [17].

7 Implementation

Let us illustrate this on an example. For this purpose, we �rst need to brie�y
discuss another property, namely, the construction's robustness.

7.1 Robustness

So far, we emphasized on the security of the anti-counterfeiting system. However,
for the system to be useful in practice, we should also ensure that outputs are
reproducible, i.e. that di�erent evaluations of a single PUF produce the same
output. Robustness [17] expresses the probability that the output generated by
the reconstruction phase matches the value generated in the set-up phase and is
formally de�ned as:

De�nition 5 (Robustness). Let PFS be a PF system (De�nition 1) and let
x ∈ X be a challenge. The robustness of PFS (w.r.t. x) is de�ned as the proba-
bility

ρPFS(x) :=Pr [PFS(x, h)→ (z, h) :

PFS(x, ε)→ (z, h)]
(9)

A sound evaluation of a practical anti-counterfeiting system requires assessing
concurrently its security and its robustness.

7.2 Testing Method

As discussed in Section 4, the assumption that only tags produced by a trusted
manufacturer are registered can often simplify unclonability testing. Relying on



the assumption that di�erent creation parameters will not trigger collisions with
tags produced using αCR, we can rewrite Eq. 8 as:

Pr
�
PFS′(x, h)→ (z, h) : PFS(x, ε)→ (z, h)

(p, p′) ∈ [Create(αCR ∈ ACR)] ≤ β;
(10)

and thus focus on the probability that an honest manufacturer creates two clones
by coincidence.

Following the method of [6], this probability can be statistically estimated by
sampling R PUFs and their corresponding pictures. First, one PUF is chosen as a
�target�, the image of which is used in set-up mode to generate helper data h and
output zs. The remaining (R−1) images, together with the initial helper data h,
are then used in reconstruction mode, and the generated outputs are compared
with zs. This experiment is repeated R times, each PUF being selected once as
target. The security property β is then estimated by:

Pr
�
zr = zs : p 6= p′

�
≤ β (11)

Similarly, robustness can be evaluated from Eq. 9, using a dataset of PUFs
that are evaluated several times with di�erent observation noise. Given a dataset
of P di�erent PUFs observed Q times each, the robustness can be statistically
estimated as follows. For each PUF, one observation of the PUF is used in set-up
mode to produce output zs and helper h. The remaining (Q − 1) observations,
together with the initial helper data h, are then used in reconstruction mode,
and the generated outputs are compared with zs. This is repeated Q times,
with each observation being once in the set-up phase. The robustness is then
estimated from Pr[zr = zs] that is equivalent to Eq. 9.

7.3 Practical Example

As a practical example, we implemented an image-based Physical Function Sys-
tem based on a Laser-Written PUF (LPUF). The basic principle consists in
engraving tiny laser marks on the surface or volume of a transparent object.
Due to instabilities in the laser beam and small variations in the matter of the
object, the engraved mark will bear random characteristics that are very di�cult
to reproduce3. LPUF is a good instance of image-based PUFs to be employed
for anti-counterfeiting purposes. Indeed, it can be engraved in several objects
with various materials and it can be very small. It is also robust against aging
especially when embedded on the bulk of the object.

For evaluation purpose, we manufactured samples with engraved marks of
diameter 60µm. Assuming a locality principle, i.e. that random variations will
behave as independent events when occurring at di�erent locations on the object,
security can be improved by increasing the size of the mark or by engraving
multiple marks on a physical object.

3 We refer to [6] for a detailed description of the process.



In our evaluation, we set extraction parameters providing a robustness level
of 94% for a dataset of 20 di�erent LPUFs observed 100 times each4. The security
property β is then evaluated using another dataset containing R = 1000 di�erent
LPUFs observed one time. Using the approach described in Section 7.2, the
probability of collisions between outputs of di�erent PUFs (Eq.11) is estimated
to be β = 10−5. The birthday paradox theory states that if q elements are drawn
from a discrete uniform distribution with range [1, d], the probability of collision

is 1−
�
d−1
d

�q.(q−1)/2
. Applying this formula with d = 1/β allows computing the

probability of collision for a given number q of PUFs.
Based on the aforementioned locality principle, this means we could obtain

a reasonable security level by increasing the size of the mark (or the number
of marks) by a factor between 4 and 16. Considering the 60µm diameter of the
original mark, this seems a very practical option.

We also compare the obtained results with the typical results given by human
biometrics. In biometrics, e.g., for �ngerprints veri�cation systems, the perfor-
mance of the system is often evaluated by False Rejection Rate (FRR), False
Acceptance Rate (FAR) and Equal Error Rate (EER). FRR is the probability for
a valid user to be incorrectly rejected and FAR is the probability of an imposter
to be incorrectly matched to the biometric of a valid user. EER is the rate at
which both FAR and FRR are equal. Therefore, for the image-based physical
function system, FRR and FAR can be considered to be equivalent to 1− ρ and
β respectively. The equivalent ERR is given when 1 − ρ = β and is obtained
as EERg = 0.2%. In this view, our example of image-based physical function
system provides better results with respect to typical �ngerprints veri�cation
systems (EER > 2%).

8 Conclusion

The protocol we propose is simple and reasonably e�cient. It relies on a natural
property that can be expected from any image-based Physical Function System,
namely the fact that each object presents a unique, typical visual aspect. This is
presumably easier to achieve in practice than more advanced properties such as
the availability of a large amount of independent challenge-response pairs. From
a computational point of view, product registration (resp. veri�cation) requires
one execution of an asymmetric cryptographic primitive, which is in line with
the cost and computing capabilities expected from an image processing-capable
device.

The protocol allows a simple key management policy, where critical, private
keys can be kept under control of the trademark owner, whereas only public keys
need to be distributed towards the (more di�cult to control) veri�ers. It also

4 For the sake of completeness, we note that the extraction parameters are set as
follows: Gabor hashing parameters are �xed to (ν0, F, a,∆)=(π/3,4,10,30) and a
BCH (255,131,18) is used for fuzzy extraction. This yields the binary output z with
131 bits. For further details on the de�nitions of parameters, we refer to [6].



allows straightforward extensions, e.g. integrating a Public Key Infrastructure
(PKI) for better scalability.

Experiments con�rm that some Physical Function Systems, such as laser
engraving, seem to bear the necessary properties to be integrated in our con-
struction and provide a practical anti-counterfeiting system.

Eventually, our results also con�rm that the security framework in [17] can be
used to bridge the gap between engineering constraints and cryptographic proto-
cols. While the previous work in [6] shows that metrics such as unclonabilibilty
and robustness can indeed be estimated for real-world PUFs, the security anal-
ysis in this paper con�rms that these metrics can also be connected to standard
cryptographic analyses, using sound (and tight) reductions.
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