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Abstract. In this paper, we study a sequential routing game networks
where M users send traffic to a destination on a line. Each user arrives
at time epoch with a given capacity. Then, he ships its demand over time
on a shared resource. The state of a player evolves according to whether
he decides to transmit or not. The decision of each user is thus spatio-
temporal control. We provide explicit expression of the equilibrium of
such systems and compare it to the global optimum case. In particular,
we compute the price of anarchy of such scheme and identify a Braess-
type paradox in the context of sequential routing game.

Keywords: Sequential routing game, Nash equilibrium, price of anar-
chy, Braess-type paradox.

1 Introduction

We consider in this paper a routing game problem in a network where non co-
operative agents (to whom we refer as players) wish to establish a paths from
source to destination in order to transport a fixed amount of total traffic. In the
context of telecommunication networks, a given network is shared by users while
routes are chosen by the players so as to minimize the delay. A similar setting
has been studied in the context of road traffic networks, where each player can
be viewed as a transportation company which is to ship a flow of vehicles.

A natural framework within this class of problems can be analyzed us-
ing the non-cooperative game theory. An appropriate solution concept in non-
cooperative game theory is Nash equilibrium. At the Nash equilibrium, no user
can gain by unilaterally deviating from his own policy.

Non-cooperative routing has long been studied both in the framework of road
traffic, as well as in the framework of telecommunication networks. Such frame-
works allow to model the flow configuration that results in networks in which
routing decisions are made in a non-cooperative and distributed manner between
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the users.

There can be finite or infinite number of users. In the case of a infinite players
each player is assumed to be atomless. By atomless we mean that the impact of
routing choices of a single player on the utilities of other players is negligible.
The resulting flow configuration corresponds to the Wardrop equilibrium [15].
This concept, has long been studied in the context of road traffic where there is
an infinite of players (drivers) [16]. In the telecommunication community, Orda,
Rom and Shimkin [17] consider that the number of players is finite, where a
player (typically corresponding to a service provider) takes the routing decisions
for the whole class of users that it controls. It then decides on how to split the
demand it controls between various possible routes. They establish existence and
uniqueness of Nash equilibrium over large class of general cost functions. This
approach also appeared in the road traffic literature (e.g. [18]), but was not much
used there. Such a routing game may be handled by models similar to [19] in the
special case of a topology of parallel links. An alternative class of routing games
is the one in which a player has to route all the demand it controls through the
same path. A special case of such framework is the ”congestion games” intro-
duced by Rosenthal in [20]. In [24], a load balancing network and Kameda type
paradox has been studied, where losses occur on links in a way that may depend
on the congestion. All the above works have been well studied in time-invariant
networks in the last few years.

Our focus here is a spatio-temporal competitive routing where the network
is shared by several users which each one having a non negligible cost. The de-
mand has to be split not only over space but also over time (see Figure 1). As
an example, assume that M players have each its own demand which should be
shipped within a T days from a given source to a destination. Thus a player has
to split its demand into that corresponding to each of the days of the week. At
each day, the route corresponding to the daily demand of each player should be
determined. Examples of such games in road traffic appear in [28].

A desired property for an equilibrium is efficiency, i.e., social optimality. It
is well known that Nash equilibria in routing games are generally not efficient.
In particular, this non efficiency can lead to paradoxical phenomena e.g., the
Braess paradox where adding a link to the network could result in an increase of
cost to all users. For specific examples of non efficient behavior and paradoxes
we cite for road traffic [22] and [25].

Our starting point here is the work [21] in which the authors have already
studied a routing game on a line where the decision of a user is spatio-temporal
control. They addressed the case where only a single user arrives at time epoch.
The game considered in [21] assumes that a single user ships its own traffic over
a line. However, this assumption may not always be true. Indeed, several users
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can coexist and competitively need to ship their own resource over a line.

In this paper, we extend their game problem into a general problem, where
multiple users arrives on line. In particular, we consider an extreme scenario in
which all traffic that arrives at a node could be shipped at the next node over a
line. This case is extreme since it is the most unbalanced one, in the sense that
the traffic that a player sends through the direct path has only one hop to go. We
show that even with this simple demand matrix, which is clearly biased in favor
of choosing the direct path, we establish the counter-intuitive fact: ”It is possible
that not all players send their traffic through the direct path at equilibrium”.
Examples of such games in road traffic can be found in [22] ,[24],[23] and [25].

In rest of the paper, we assume that M players have their own demands
which should be shipped within a week from a given source to a destination.
Thus each player has to split its demand into that corresponding to each of the
days of the week. At each day, the route corresponding to the daily demand of
each player should be determined.

In the next Section, we present the system model along with the assump-
tions considered within the paper. Next, we give explicit expressions of the Nash
equilibrium and the global optimum, respectively in Section III and Section IV.
Section V presents some performance results including price of anarchy and
Braess-type paradox. We conclude the paper in Section VI.

2 The model

Let G = (N ,L, I,P) be a network routing game with N the set of nodes and
L the set of links, I is the set of classes (e.g. players), and P = (si, d

i, φi) is a
set that characterizes class i: si is the source, di is the destination and φi is the
demand related to player i.

We describe the system with respect to the variables xil which are restricted
by the non-negativity constraints for each link l and player i: xil ≥ 0 and by the
conservation constraints for each player i and each node v:

riv +
∑

j∈In(v)

xij =
∑

j∈Out(v)

xij (1)

where riv = φi if v is the source node for player i, riv = φi if v is its destination
node, and riv = 0 otherwise; In(v) and Out(v) are respectively all ingoing and
outgoing links of node v.

A player i determines the routing decisions for all the traffic that corresponds
to the corresponding class i. The cost of player i is assumed to be additive over
links

J i(x) =
∑
l

J il (xl) (2)

We shall assume that
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(i) Ki
l :=

∂Ji
l (x)

∂xi
l

exist and are continuous in xil (for all i and l),

(ii) J il are convex in xil (for all i and l),
We shall also make the following assumptions for each link l and player i:
A1: J il depends on xl only through the total flow xl and the flow of xil of

player i over the link.
A2: J il is increasing in both arguments.
A3: Whenever J il is finite, Ki

l (xl, x
i
l) is strictly increasing in both arguments.

We further restrict the cost to satisfy the following:
B1: For each link l there is a nonnegative cost density Tl(xl). Tl is a function

of the total flow through the link and J il = xilTl(xl).
B2: Tl is positive, strictly increasing and convex, and is continuously differ-

entiable.
The Lagrangian with respect to the constraints on the conservation of flow

is

Li(x, λ) =
∑
l∈L

J il (xl, x) +
∑
v∈N

λiv

riv +
∑

j∈In(v)

xij −
∑

j∈Out(v)

xij

 , (3)

for each player i. Thus a vector x with nonnegative components satisfying (1)
for all i and v is an equilibrium if and only if the following Karush-Kuhn-Tucker
(KKT) condition holds. Below we shall use uv to denote the link defined by node
pair u, v. There exist Lagrange multipliers λiu for all nodes u and all players, i,
such that for each pair of nodes u, v connected by a directed link (u, v),

Ki
uv(x

i
uv, xuv) ≥ λiu − λiv, (4)

with equality if xuv > 0.
Assume cost structure B. Then, the Lagrangian is given by

Li(x, λ) =
∑
l∈L

[
Tl(xl) + xil

∂Tl(xl)
∂xl

]
+∑

v∈N λ
i
v

(
riv +

∑
j∈In(v) x

i
j −

∑
j∈Out(v) x

i
j

)
,

(5)

for each player i. Equation (4) can be written as

Tuv(xuv) + xiuv
∂Tuv(xuv)

∂xuv
≥ λiu − λiv. (6)

Fig. 1. Competitive routing on the line.
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3 The transient equilibrium for multi-user sequential
game

Consider a sequential game: Assume at each day i, there are M new players that
arrive. Player i comes with a demand of φi each competing for the link. This
demand has to be shipped within 2 days. The decision of each player influences
the cost of the others. This is a scheduling game: how much should player i
send upon arrival and how much should it delay to the next day? If the game
is already on for a long time, we can expect to have a symmetric solution (this
will be made exact below). This means that at each day, the same amount will
be sent. And since each day an amount of φi arrives, then the amount that will
have to leave each day is also φi. An optimal solution will therefore be to send
immediately all the arriving demand. We shall see however that at equilibrium,
each player sends some of its traffic in the next day. We solve this problem by
viewing it as an equivalent routing problem. The cost per unit of packet sent
each day is f(x). The cost for waiting another day is d.

Formally, let the demand of each player k = 1, 2, · · · ,M arriving at day i be
φi,k > 0 that has to be shipped to destination within a period of 2 days. Let xi,kj
denotes the amount of flow sent by user k on day j knowing that user k arrived
at day i. The total flow on day i is then denoted as xi =

∑M
k=1 x

i,k
i +xi−1,ki . Let

the vector xi,k = (xi,ki , xi,ki+1) denote the amount of flow sent by user k arriving

at day i. The vector xi,k is said to be feasible if xi,ki + xi,ki+1 = φi,k. For a given

flow configuration of users (xi,1,xi,2, · · · ,xi,M ), user k pays a congestion cost of
f(xi) and delay cost of d per unit of its flow on day i. The objective of user l
arriving at day i is to minimize his cost given by

J i,l = xi,li f(xi) + xi,li+1(f(xi+1) + d) (7)

By differentiating the cost function with respect to xi,li and setting the deriva-
tive equal to zero, we get:

xi,li =
d+ f(xi+1)− f(xi) + φi,lg(xi+1)

g(xi) + g(xi+1)
(8)

so that

xi,li+1 = φi,l − xi,li =
−d− f(xi+1) + f(xi) + φi,lg(xi)

g(xi) + g(xi+1)
(9)

and also

xi+1,l
i+1 =

d+ f(xi+2)− f(xi+1) + φi,lg(xi+2)

g(xi+1) + g(xi+2)
(10)

Taking the sum, we obtain

xi+1 =

M∑
k=1

d+ f(xi+2)− f(xi+1) + φi,kg(xi+2)

g(xi+1) + g(xi+2)
+
−d− f(xi+1) + f(xi) + φi,kg(xi)

g(xi) + g(xi+1)

(11)
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3.1 The steady state

In the steady state, we have xi =
∑M
k=1 φi,k,∀i. Hence, for every user l we have

from equation (8)

xi,li =
φi,l
2

+
d

2g(
∑M
k=1 φi,k)

(12)

3.2 The case of linear cost

Similarly to the previous sections, let f(x) = ax. Then, equation (8) gives

−xi+2 + (
2

M
+ 2)xi+1 − xi = (

2

M
)

M∑
k=1

φk (13)

The solution of this difference equation has the form

xi = c1(r1)i + c2(r2)i +

M∑
k=1

φk (14)

where r1 and r2 are the solution of the characteristic equation

−r2 + (
2

M
+ 2)r − 1 = 0 (15)

They are thus given by

r1,2 = 1 +
1

M
(1±

√
1 + 2M) (16)

Similarly, using the condition x0 = 0 we conclude that

xi =

M∑
k=1

φk[1− (1 +
1

M
(1−

√
1 + 2M))i] (17)

4 The global optimum for a semi infinite line

Let us now compute the global cost for the multi-user case at day i.

J i(x) =

M∑
i=1

J i,l(x) (18)

Deriving the sum with respect to xi,li , we have

∂J l(x)

∂xi,li
= f(xi) + xi,li g(xi)− (φi,l − xi,li )g(xi+1)− f(xi+1)− d+ (φi−1,l − xi−1,li−1 )g(xi)− xi+1,l

i+1 g(xi+1)

(19)
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Equating the above equation to zero gives

xi,li =
d+ f(xi+1)− f(xi) + φi,lg(xi+1)

g(xi) + g(xi+1)
−
φi−1,lg(xi) + xi+1,l

i+1 g(xi+1) + xi−1,li−1 g(xi)

g(xi) + g(xi+1)
(20)

so that

φi−xi,li =
−d− f(xi+1) + f(xi) + φi,lg(xi)

g(xi) + g(xi+1)
+
φi−1,lg(xi)− xi+1,l

i+1 g(xi+1)− xi−1,li−1 g(xi)

g(xi) + g(xi+1)
(21)

and also

xi+1
i+1 =

d+ f(xi+2)− f(xi+1) + φi+1,lg(xi+2)

g(xi+1) + g(xi+2)
−
φi,lg(xi+1) + xi+2,l

i+2 g(xi+2) + xi,li g(xi+1)

g(xi+1) + g(xi+2)
(22)

Taking the sum, we obtain

xi+1 =

M∑
k=1

−d− f(xi+1) + f(xi) + φi,lg(xi)

g(xi) + g(xi+1)
+
φi−1,lg(xi)− xi+1,l

i+1 g(xi+1)− xi−1,li−1 g(xi)

g(xi) + g(xi+1)
+

∑M
k=1

d+ f(xi+2)− f(xi+1) + φi+1,lg(xi+2)

g(xi+1) + g(xi+2)
−
φi,lg(xi+1) + xi+2,l

i+2 g(xi+2) + xi,li g(xi+1)

g(xi+1) + g(xi+2)
(23)

4.1 The case of linear cost

Let f(x) = ax and assume that φi,k = φk,∀i, k does not depend on i. Then

−M
2
xi+2 + (M + 1)xi+1 −

M

2
xi =

M∑
k=1

φk + θ (24)

where θ = 1
2

∑M
k=1 x

i+2,k
i+2 − xi+1,k

i+1 + xi,ki − x
i−1,k
i−1 . Noting ai =

∑M
k=1 x

i,k
i , we

have

xi+1 =

M∑
k=1

φk − ai + ai+1 (25)

xi+2 =

M∑
k=1

φk − ai+1 + ai+2 (26)

From (25) and (26), we obtain

θ= 1
2 [ai+2 − ai+1 +−ai − ai+1]

= 1
2 [xi+2 − xi+1]

(27)

We then have the following recursive function

−(M + 1)xi+2 + (2M + 3)xi+1 −Mxi = 2

M∑
k=1

φk (28)
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The solution of this difference equation has the form

xi = c1(r1)i + c2(r2)i +

M∑
k=1

φk (29)

where r1 and r2 are the solution of the characteristic equation −(M + 1)r2 +
(2M + 3)r −M = 0. They are thus given by

r1,2 = 1 +
1±
√

9 + 8M

2(M + 1)
(30)

Using the condition x0 = 0, we conclude that, for every user l, we have

xi =

M∑
k=1

φk[1− (1 +
1−
√

9 + 8M

2(M + 1)
)i] (31)

5 Performance Analysis

5.1 Price of Anarchy

At the steady state, the cost for player i is

J i,l(d) = xiif(
∑M
k=1 φi,k) + xii+1(f(

∑M
k=1 φi,k) + d)

= (xii + xii+1)f(
∑M
k=1 φi,k) + dxii+1

= φi,lf(
∑M
k=1 φi,k) + d(

φi,l

2 −
d

2g(
∑M

k=1 φi,k)
)

(32)

Since xii+1 ≥ 0, we have d ≤ φi,lg(
∑M
k=1 φi,k). J i,l(d) is concave in d with a

maximum at d =
φi,lg(

∑M
k=1 φi,k)

2 . Interestingly, we observe that at d = φi,lg(
∑M
k=1 φi,k),

the cost function J i,l(d) is minimized and equal to φi,lf(
∑M
k=1 φk) which is equal

to the cost at d = 0.
The price of anarchy (PoA) is then given by

PoA=
J i,l(d)

φi,lf(
∑M
k=1 φi,k)

= 1 +
d(
φi,l

2 −
d

2g(
∑M

k=1 φi,k)
)

φi,lf(
∑M
k=1 φi,k)

(33)

For the numerical results we set the value of φi,l to 1 and a =1.

Notice that the PoA is equal to 1 for d = 0 and d = φi,lg(
∑M
k=1 φi,k). We

depict in Figure 2 the price of anarchy as function of delay for different number
of users. As already said, we notice that the PoA is equal to 1 for d = 0, and
d = 1. We also remark that the PoA increases as the number of users increases
which leads to the interaction of users and hence induces more cost to ship their
demand over the line.
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Fig. 2. Price of anarchy as function of cost

5.2 Braess-type paradox

At the steady state, the cost for player l at day i is:

J i,l(d) = xiif(
∑M
k=1 φi,k) + xii+1(f(

∑M
k=1 φi,k) + d)

= (xii + xii+1)f(
∑M
k=1 φi,k) + dxii+1

= φi,lf(
∑M
k=1 φi,k) + d(

φi,l

2 −
d

2g(
∑M

k=1 φi,k)
).

(34)

It is clear that the cost for player i is non-negative for

d ∈ [
φi,lg(

∑M
k=1 φi,k

2
, φi,lg(

M∑
k=1

φi,k)].

In this region, J i,l decreases as d increases, which is a Braess type paradox
(see Figure 3). This paradox was obtained in the context of a load balancing
network in [25]. We depict in Figure 4 the the variation of the Nash equilibrium
in Equation (17) and the global optimum in Equation (31) over the horizon for
φk = 1;∀k = 1, ...,M . It is clearly illustrated that the Nash equilibrium over a
semi infinite line converges to the global optimum from day i = 4.

6 Conclusion

We have studied a sequential routing game on a line with several users, where
each player comes with a fixed demand competing for the link and had to dis-
patch all its demand over a period of two days. Under some assumptions, we
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Fig. 3. The Braess-type paradox for the sequential game.

Fig. 4. Dynamics of the total flow sent over the horizon where φk = 1∀k = 1, ...,M .

have obtained the explicit solutions for the Nash equilibrium and the global op-
timum and derive the price of anarchy. Finally, we have showed that under a semi
infinite line, the Nash equilibrium converges to the global optimum and, have
identified a Braess-type paradox behavior in the context of sequential games.
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