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INVARIANCE, STABILITY, AND COMPLEXITY OF DEEP CONVOLUTIONAL REPRESENTATIONS

Group Invariance, Stability to Deformations,
and Complexity of Deep Convolutional Representations

Alberto Bietti ALBERTO.BIETTIQINRIA.FR
Julien Mairal JULIEN.MAIRALQINRIA.FR
Univ. Grenoble Alpes, Inria, CNRS, Grenoble INP* LJK, 38000 Grenoble, France

Abstract

The success of deep convolutional architectures is often attributed in part to their
ability to learn multiscale and invariant representations of natural signals. However, a
precise study of these properties and how they affect learning guarantees is still missing.
In this paper, we consider deep convolutional representations of signals; we study their
invariance to translations and to more general groups of transformations, their stability
to the action of diffeomorphisms, and their ability to preserve signal information. This
analysis is carried by introducing a multilayer kernel based on convolutional kernel networks
and by studying the geometry induced by the kernel mapping. We then characterize the
corresponding reproducing kernel Hilbert space (RKHS), showing that it contains a large
class of convolutional neural networks with homogeneous activation functions. This analysis
allows us to separate data representation from learning, and to provide a canonical measure
of model complexity, the RKHS norm, which controls both stability and generalization of
any learned model. In addition to models in the constructed RKHS, our stability analysis
also applies to convolutional networks with generic activations such as rectified linear units,
and we discuss its relationship with recent generalization bounds based on spectral norms.

Keywords: invariant representations, deep learning, stability, kernel methods

1. Introduction

The results achieved by deep neural networks for prediction tasks have been impressive in
domains where data is structured and available in large amounts. In particular, convo-
lutional neural networks (CNNs, LeCun et al., 1989) have shown to model well the local
appearance of natural images at multiple scales, while also representing images with some
invariance through pooling operations. Yet, the exact nature of this invariance and the
characteristics of functional spaces where convolutional neural networks live are poorly un-
derstood; overall, these models are sometimes seen as clever engineering black boxes that
have been designed with a lot of insight collected since they were introduced.

Understanding the inductive bias of these models is nevertheless a fundamental question.
For instance, a better grasp of the geometry induced by convolutional representations may
bring new intuition about their success, and lead to improved measures of model complexity.
In turn, the issue of regularization may be solved by providing ways to control the variations
of prediction functions in a principled manner. One meaningful way to study such variations
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is to consider the stability of model predictions to naturally occuring changes of input
signals, such as translations and deformations.

Small deformations of natural signals often preserve their main characteristics, such
as class labels (e.g., the same digit with different handwritings may correspond to the
same images up to small deformations), and provide a much richer class of transformations
than translations. The scattering transform (Mallat, 2012; Bruna and Mallat, 2013) is a
recent attempt to characterize convolutional multilayer architectures based on wavelets.
The theory provides an elegant characterization of invariance and stability properties of
signals represented via the scattering operator, through a notion of Lipschitz stability to
the action of diffeomorphisms. Nevertheless, these networks do not involve “learning” in the
classical sense since the filters of the networks are pre-defined, and the resulting architecture
differs significantly from the most used ones, which adapt filters to training data.

In this work, we study these theoretical properties for more standard convolutional ar-
chitectures, from the point of view of positive definite kernels (Scholkopf and Smola, 2001).
Specifically, we consider a functional space derived from a kernel for multi-dimensional sig-
nals that admits a multi-layer and convolutional structure based on the construction of
convolutional kernel networks (CKNs) introduced by Mairal (2016); Mairal et al. (2014).
The kernel representation follows standard convolutional architectures, with patch extrac-
tion, non-linear (kernel) mappings, and pooling operations. We show that our functional
space contains a large class of CNNs with smooth homogeneous activation functions.

The main motivation for introducing a kernel framework is to study separately data rep-
resentation and predictive models. On the one hand, we study the translation-invariance
properties of the kernel representation and its stability to the action of diffeomorphisms,
obtaining similar guarantees as the scattering transform (Mallat, 2012), while preserving
signal information. When the kernel is appropriately designed, we also show how to ob-
tain signal representations that are invariant to the action of any locally compact group
of transformations, by modifying the construction of the kernel representation to become
equivariant to the group action. On the other hand, we show that these stability results
can be translated to predictive models by controlling their norm in the functional space,
or simply the norm of the last layer in the case of CKNs (Mairal, 2016). With our kernel
framework, the RKHS norm also acts as a measure of model complexity, thus controlling
both stability and generalization, so that stability may lead to improved sample complexity.

A short version of this paper was published at the Neural Information Processing Sys-
tems 2017 conference (Bietti and Mairal, 2017).

1.1 Summary of Main Results

Our work characterizes properties of deep convolutional models along two main directions.

e The first goal is to study representation properties of such models, independently of
training data. Given a deep convolutional architecture, we study signal preservation
as well as invariance and stability properties.

e The second goal focuses on learning aspects, by studying the complexity of learned
models based on our representation. In particular, our construction relies on kernel
methods, allowing us to define a corresponding functional space (the RKHS). We
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show that this functional space contains a class of CNNs with smooth homogeneous
activations, and study the complexity of such models by considering their RKHS
norm. This directly leads to statements on the generalization of such models, as well
as on the invariance and stability properties of their predictions.

e Finally, we show how some of our arguments extend to more traditional CNNs with
generic and possibly non-smooth activations (such as ReLU or tanh).

Signal preservation, invariance and stability. We tackle this first goal by defin-
ing a deep convolutional representation based on hierarchical kernels. We show that the
representation preserves signal information and guarantees near-invariance to translations
and stability to deformations in the following sense, defined by Mallat (2012): for signals
x: Q — RPO defined on a continuous domain = R, we say that a representation ®(z) is
stable to the action of diffeomorphisms if

[@(Lrz) — @(2)]| < (C1l|VT]loo + CallT[loo)[|]],

where 7 :  — Q is a C''-diffeomorphism, L,z (u) = x(u — 7(u)) its action operator, and the
norms ||7||ec and ||V 7|/ characterize how large the translation and deformation components
are, respectively (see Section 3 for formal definitions). The Jacobian V7 quantifies the size of
local deformations, so that the first term controls the stability of the representation. In the
case of translations, the first term vanishes (V7 = 0), hence a small value of C5 is desirable
for translation invariance. We show that such signal preservation and stability properties are
valid for the multilayer kernel representation ® defined in Section 2 by repeated application
of patch extraction, kernel mapping, and pooling operators:

e The representation can be discretized with no loss of information, by subsampling at
each layer with a factor smaller than the patch size;

e The translation invariance is controlled by a factor Cy = C% /0, where o, represents
the “resolution” of the last layer, and typically increases exponentially with depth;

d+1 " where k

e The deformation stability is controlled by a factor C'; which increases as s
corresponds to the patch size at a given layer, that is, the size of the “receptive field”

of a patch relative to the resolution of the previous layer.

These results suggest that a good way to obtain a stable representation that preserves signal
information is to use the smallest possible patches at each layer (e.g., 3x3 for images) and
perform pooling and downsampling at a factor smaller than the patch size, with as many
layers as needed in order to reach a desired level of translation invariance o,. We show
in Section 3.2 that the same invariance and stability guarantees hold when using kernel
approximations as in CKNs, at the cost of losing signal information.

In Section 3.5, we show how to go beyond the translation group, by constructing similar
representations that are invariant to the action of locally compact groups. This is achieved
by modifying patch extraction and pooling operators so that they commute with the group
action operator (this is known as equivariance).
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Model complexity. Our second goal is to analyze the complexity of deep convolutional
models by studying the functional space defined by our kernel representation, showing that
certain classes of CNNs are contained in this space, and characterizing their norm.

The multi-layer kernel representation defined in Section 2 is constructed by using kernel
mappings defined on local signal patches at each scale, which replace the linear mapping
followed by a non-linearity in standard convolutional networks. Inspired by Zhang et al.
(2017b), we show in Section 4.1 that when these kernel mappings come from a class of
dot-product kernels, the corresponding RKHS contains functions of the form

z > |lzllo((g, 2)/l121),

for certain types of smooth activation functions o, where g and z live in a particular Hilbert
space. These behave like simple neural network functions on patches, up to homogeneiza-
tion. Note that if o was allowed to be homogeneous, such as for rectified linear units
o(a) = max(a,0), homogeneization would disappear. By considering multiple such func-
tions at each layer, we construct a CNN in the RKHS of the full multi-layer kernel in
Section 4.2. Denoting such a CNN by f,, we show that its RKHS norm can be bounded as

1foll? < Nwasal? CoUIWalZ CEIWarl3- .. Co(IIWl3 C2(IWAIE)) - ),

where W}, are convolutional filter parameters at layer k, wy1 carries the parameters of a
final linear fully connected layer, C2 is a function quantifying the complexity of the simple
functions defined above depending on the choice of activation o, and ||Wg||3, ||W|/% denote
spectral and Frobenius norms, respectively, (see Section 4.2 for details). This norm can then
control generalization aspects through classical margin bounds, as well as the invariance and
stability of model predictions. Indeed, by using the reproducing property f(z) = (f, ®(z)),
this “linearization” lets us control stability properties of model predictions through || f||:

for all signals = and 2/, |f(z) — f(2')| < ||f] - |®(z) — ®(2')]|,

meaning that the prediction function f will inherit the stability of ® when ||f|| is small.

The case of standard CNNs with generic activations. When considering CNNs
with generic, possibly non-smooth activations such as rectified linear units (ReLUs), the
separation between a data-independent representation and a learned model is not always
achievable in contrast to our kernel approach. In particular, the “representation” given by
the last layer of a learned CNN is often considered by practitioners, but such a representation
is data-dependent in that it is typically trained on a specific task and dataset, and does not
preserve signal information.

Nevertheless, we obtain similar invariance and stability properties for the predictions of
such models in Section 4.3, by considering a complexity measure given by the product of
spectral norms of each linear convolutional mapping in a CNN. Unlike our study based on
kernel methods, such results do not say anything about generalization; however, relevant
generalization bounds based on similar quantities have been derived (though other quantities
in addition to the product of spectral norms appear in the bounds, and these bounds do not
directly apply to CNNs), e.g., by Bartlett et al. (2017); Neyshabur et al. (2018), making
the relationship between generalization and stability clear in this context as well.
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1.2 Related Work

Our work relies on image representations introduced in the context of convolutional kernel
networks (Mairal, 2016; Mairal et al., 2014), which yield a sequence of spatial maps similar
to traditional CNNs, but where each point on the maps is possibly infinite-dimensional
and lives in a reproducing kernel Hilbert space (RKHS). The extension to signals with d
spatial dimensions is straightforward. Since computing the corresponding Gram matrix as
in classical kernel machines is computationally impractical, CKNs provide an approximation
scheme consisting of learning finite-dimensional subspaces of each RKHS’s layer, where the
data is projected. The resulting architecture of CKNs resembles traditional CNNs with a
subspace learning interpretation and different unsupervised learning principles.

Another major source of inspiration is the study of group-invariance and stability to the
action of diffeomorphisms of scattering networks (Mallat, 2012), which introduced the main
formalism and several proof techniques that were keys to our results. Our main effort was
to extend them to more general CNN architectures and to the kernel framework, allowing
us to provide a clear relationship between stability properties of the representation and
generalization of learned CNN models. We note that an extension of scattering networks
results to more general convolutional networks was previously given by Wiatowski and
Boleskei (2018); however, their guarantees on deformations are limited to signal classes
that are inherently smooth, and their study does not consider learning or generalization, by
treating a convolutional architecture with fixed weights as a feature extractor. In contrast,
our stability analysis is for more general signals, with a clear dependence on the choice of
network architecture through the size of convolutional patches and pooling layers, and we
study the implications for learned CNNs through notions of model complexity.

Invariance to groups of transformations was also studied for more classical convolutional
neural networks from methodological and empirical points of view (Bruna et al., 2013; Cohen
and Welling, 2016), and for shallow learned representations (Anselmi et al., 2016) or kernel
methods (Haasdonk and Burkhardt, 2007; Mroueh et al., 2015; Raj et al., 2017). Our
work provides a similar group-equivariant construction to (Cohen and Welling, 2016), while
additionally relating it to stability. In particular, we show that in order to achieve group
invariance, pooling on the group is only needed at the final layer, while deep architectures
with pooling at multiple scales are mainly beneficial for stability. For the specific example of
the roto-translation group (Sifre and Mallat, 2013), we show that our construction achieves
invariance to rotations while maintaining stability to deformations on the translation group.

Note also that other techniques combining deep neural networks and kernels have been
introduced earlier. Multilayer kernel machines were for instance introduced by Cho and
Saul (2009); Scholkopf et al. (1998). Shallow kernels for images modeling local regions were
also proposed by Schélkopf (1997), and a multilayer construction was proposed by Bo et al.
(2011). More recently, different models based on kernels have been introduced by Anselmi
et al. (2015); Daniely et al. (2016); Montavon et al. (2011) to gain some theoretical insight
about classical multilayer neural networks, while kernels are used by Zhang et al. (2017b)
to define convex models for two-layer convolutional networks. Theoretical and practical
concerns for learning with multilayer kernels have been studied in Daniely et al. (2017,
2016); Steinwart et al. (2016); Zhang et al. (2016) in addition to CKNs. In particular,
Daniely et al. (2017, 2016) study certain classes of dot-product kernels with random feature
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approximations, Steinwart et al. (2016) consider hierarchical Gaussian kernels with learned
weights, and Zhang et al. (2016) study a convex formulation for learning a certain class
of fully connected neural networks using a hierarchical kernel. In contrast to these works,
our focus is on the kernel representation induced by the specific hierarchical kernel defined
in CKNs and the geometry of the RKHS. Our characterization of CNNs and activation
functions contained in the RKHS is similar to the work of Zhang et al. (2016, 2017b), but
differs in several ways: we consider general homogeneous dot-product kernels, which yield
desirable properties of kernel mappings for stability; we construct generic multi-layer CNNs
with pooling in the RKHS, while Zhang et al. (2016) only considers fully-connected networks
and Zhang et al. (2017b) is limited to two-layer convolutional networks with no pooling;
we quantify the RKHS norm of a CNN depending on its parameters, in particular matrix
norms, as a way to control stability and generalization, while Zhang et al. (2016, 2017b)
consider models with constrained parameters, and focus on convex learning procedures.

1.3 Notation and Basic Mathematical Tools

A positive definite kernel K that operates on a set X implicitly defines a reproducing kernel
Hilbert space H of functions from X to R, along with a mapping ¢ : X — H. A predictive
model associates to every point z in X a label in R; it consists of a linear function f in H
such that f(z) = (f, p(2))x, where ¢(z) is the data representation. Given now two points
z,2" in X, Cauchy-Schwarz’s inequality allows us to control the variation of the predictive
model f according to the geometry induced by the Hilbert norm ||.||3:

1£(2) = £ < [ flaello(2) = o ()l (1)

This property implies that two points z and 2’ that are close to each other according to the
RKHS norm should lead to similar predictions, when the model f has small norm in H.
Then, we consider notation from signal processing similar to Mallat (2012). We call a
signal = a function in L?(Q, H), where (2 is a subset of R? representing spatial coordinates,
and H is a Hilbert space, when [|z||2, := [, [|z(u)||3,du < oo, where du is the Lebesgue
measure on R%. Given a linear operator T : L?(2,H) — L?(92,H’), the operator norm is
defined as || T 120 m)—r20m) = SUD| g, ) <1 | Tz p2(,3)- For the sake of clarity, we

drop norm subscripts, from now on, using the notation || - || for Hilbert space norms, L2
norms, and L? — L? operator norms, while | - | denotes the Euclidean norm on R?. Some
useful mathematical tools are also presented in Appendix A.

1.4 Organization of the Paper
The rest of the paper is structured as follows:

e In Section 2, we introduce a multilayer convolutional kernel representation for contin-
uous signals, based on a hierarchy of patch extraction, kernel mapping, and pooling
operators. We present useful properties of this representation such as signal preser-
vation, as well as ways to make it practical through discretization and kernel approx-
imations in the context of CKNs.

e In Section 3, we present our main results regarding stability and invariance, namely
that the kernel representation introduced in Section 2 is near translation-invariant
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and stable to the action of diffeomorphisms. We then show in Section 3.2 that the
same stability results apply in the presence of kernel approximations such as those of
CKNs (Mairal, 2016), and describe a generic way to modify the multilayer construc-
tion in order to guarantee invariance to the action of any locally compact group of
transformations in Section 3.5.

e In Section 4, we study the functional spaces induced by our representation, showing
that simple neural-network like functions with certain smooth activations are con-
tained in the RKHS at intermediate layers, and that the RKHS of the full kernel
induced by our representation contains a class of generic CNNs with smooth and ho-
mogeneous activations. We then present upper bounds on the RKHS norm of such
CNNs, which serves as a measure of complexity, controlling both generalization and
stability. Section 4.3 studies the stability for CNNs with generic activations such as
rectified linear units, and discusses the link with generalization.

e Finally, we discuss in Section 5 how the obtained stability results apply to the practical
setting of learning prediction functions. In particular, we explain why the regulariza-
tion used in CKNs provides a natural way to control stability, while a similar control
is harder to achieve with generic CNNs.

2. Construction of the Multilayer Convolutional Kernel

We now present the multilayer convolutional kernel, which operates on signals with d spatial
dimensions. The construction follows closely that of convolutional kernel networks but is
generalized to input signals defined on the continuous domain = R¢. Dealing with contin-
uous signals is indeed useful to characterize the stability properties of signal representations
to small deformations, as done by Mallat (2012) in the context of the scattering transform.
The issue of discretization where (2 is a discrete grid is addressed in Section 2.1.

In what follows, we consider signals g that live in L?(2, Ho), where typically Ho = RPo
(e.g., with pg = 3 and d = 2, the vector xg(u) in R® may represent the RGB pixel value at
location u in §2). Then, we build a sequence of reproducing kernel Hilbert spaces H1, Ha, . . .,
and transform z( into a sequence of “feature maps”, respectively denoted by x1 in L2(£2, H;),
xg in L2(Q,Hs), etc... As depicted in Figure 1, a new map x, is built from the previous
one xj_1 by applying successively three operators that perform patch extraction (Py), kernel
mapping (M) to a new RKHS Hy, and linear pooling (Ay), respectively. When going up in
the hierarchy, the points z(u) carry information from larger signal neighborhoods centered
at u in ) with more invariance, as we will formally show in Section 3.

Patch extraction operator. Given the layer x_1, we consider a patch shape Sy, defined
as a compact centered subset of €2, e.g., a box, and we define the Hilbert space Py :=
L?(Sk, Hy.1) equipped with the norm ||z||> = fSk | z(w)||?dvy (u), where dyy, is the normalized
uniform measure on Sy, for every z in Py. Specifically, we define the (linear) patch extraction
operator Py : L*(Q, Hy 1) — L*(Q, Px) such that for all u in €,

Prrpq(u) = (v = zp1(u+0))ves, € Pk

Note that by equipping Pj, with a normalized measure, it is easy to show that the operator Py
preserves the norm—that is, | Pyrs 1| = ||z 1| and hence Pixy 1 is in L2(Q, Py).
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Ty = ApMiPrxy 1 : Q — Hy :L’]\v(’w) = A M Pyxy, 1('(17) € Hy

linear pooling

My Prrgq:Q — Hy M. Prxy1 (U) = ka(Pka,l (U)) € H,.

kernel mapping

Prxi—1(v) € Py, (patch extraction)

Tk 1('11) S ’Hk 1 Lh—1 - Q— Hk—l

Figure 1: Construction of the k-th signal representation from the k—1-th one. Note that
while  is depicted as a box in R? here, our construction is supported on = R,

Kernel mapping operator. Then, we map each patch of z; 1 to a RKHS H thanks to
the kernel mapping oy : Pr — Hi associated to a positive definite kernel K} that operates
on patches. It allows us to define the pointwise operator M} such that for all u in €2,

MkPka:k,l(u) = (pk<P]€l‘k,1(u)) € Hp.

In this paper, we consider homogeneous dot-product kernels K}, operating on Py, defined

in terms of a function xj, : [—1, 1] — R that satisfies the following constraints:
400 '
ki(u) =Y bjud <+4oo st Vi by >0, kp(1)=1, k(1) =1 (A1)
j=0

Then, we define the kernel K} by

Ki(z,2") = ||2)|||7|| s <m> 7 3

if z,2" € P \ {0}, and Kj(z,2") =01if 2 =0 or 2/ = 0. The kernel is positive definite since
it admits a Maclaurin expansion with only non-negative coefficients (Schoenberg, 1942;
Scholkopf and Smola, 2001). The condition k(1) = 1 ensures that the RKHS mapping
preserves the norm—that is, ||pg(2)| = Ki(z,2)? = ||z||, and thus ||M}Pri(u)| =
| Pexr 1(u)|| for all w in Q; as a consequence, MyPyxy 1 is always in L2(Q,Hy). The
technical condition x} (1) = 1, where &} is the first derivative of kj, ensures that the kernel
mapping y is non-expansive, according to Lemma 1 below.

Lemma 1 (Non-expansiveness of the kernel mappings) Consider a positive-definite
kernel of the form (2) satisfying (Al) with RKHS mapping @i : Pr — Hi. Then, oy is
non-expansive—that is, for all z, 2" in P,

len(2) = er() < Iz = Il
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Moreover, we remark that the kernel Ky is lower-bounded by the linear one
Ki(z, ) > (2,2). (3)

From the proof of the lemma, given in Appendix B, one may notice that the assump-
tion k) (1) = 1 is not critical and may be safely replaced by ) (1) < 1. Then, the non-
expansiveness property would be preserved. Yet, we have chosen a stronger constraint
since it yields a few simplifications in the stability analysis, where we use the relation (3)
that requires xj (1) = 1. More generally, the kernel mapping is Lipschitz with constant
pr = max(1,y/k}(1)). Our stability results hold in a setting with p; > 1, but with con-
stants [ [, px that may grow exponentially with the number of layers.

Examples of functions k; that satisfy the properties (A1) are now given below:

exponential Kexp((2,2')) = el

inverse polynomial Kinv-poly ({2, 2')) =

polynomial, degree p | Kpoly((2,2')) = (c +(z,2))  with c=p—1

— (c+1 )P

arc-cosine, degree 1 | Kacos((2,2')) = 2 (sin(#) + (m — 6) cos(6)) with 6 = arccos((z, 2'))
Vovk’s, degree 3 Fvovk ({2, 2')) = < 17<<ZZ” >> ) = % (1 + (2,2") + (2, z’>2)

We note that the inverse polynomial kernel was used by Zhang et al. (2016, 2017b)
to build convex models of fully connected networks and two-layer convolutional neural
networks, while the arc-cosine kernel appears in early deep kernel machines (Cho and Saul,
2009). Note that the homogeneous exponential kernel reduces to the Gaussian kernel for
unit-norm vectors. Indeed, for all z, 2’ such that ||z]| = ||2’|| = 1, we have

fexp((2,2)) = el22) 71 = e=3ll=#'I

and thus, we may refer to kernel (2) with the function key, as the homogeneous Gaussian

kernel. The kernel x((z, 2')) = e®(z)=1) = e~ 215" with « # 1 may also be used here,
but we choose o = 1 for simplicity since £'(1) = a (see discussion above).

Pooling operator. The last step to build the layer z; consists of pooling neighboring
values to achieve local shift-invariance. We apply a linear convolution operator Aj with
a Gaussian filter of scale oy, hgy, (u) := J,;dh(u/ak), where h(u) = (21) =42 exp(—|u|?/2).
Then, for all u in €2,

xk(u) = AkMkkak—l (u) = /Rd hgk (u — U)Mkpkl’k,l (’U)d’l} S Hk, (4)

where the integral is a Bochner integral (see, Diestel and Uhl, 1977; Muandet et al., 2017).
By applying Schur’s test to the integral operator A (see Appendix A), we obtain that the
operator norm || Ay| is less than 1. Thus, x is in L*(Q, Hy.), with ||zx]| < ||MgPers 1|
Note that a similar pooling operator is used in the scattering transform (Mallat, 2012).
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Multilayer construction and prediction layer. Finally, we obtain a multilayer rep-
resentation by composing multiple times the previous operators. In order to increase in-
variance with each layer and to increase the size of the receptive fields (that is, the neigh-
borhood of the original signal considered in a given patch), the size of the patch S; and
pooling scale oy, typically grow exponentially with k, with o3 and the patch size sup.cg, |c]
of the same order. With n layers, the maps x,, may then be written

Ty = AgMyPyAy 1My 1Py - ALM Pizg € LA(Q,H,). (5)

It remains to define a kernel that will play the same role as the “fully connected” layer of
classical convolutional neural networks. For that purpose, we may consider the Gaussian
kernel defined for all xg,x) in L?(£2,Ho) by using the corresponding feature maps ,, =},
in L?(Q2,H,) given by our multilayer construction (5),

’Cn(ZUOa ;56) = 6—%”1”—1{””2’ (6)

or we may simply use the linear kernel

alan,at) = et} = [ (), ) 0))du @
u€el)

These kernels are then associated to a RKHS denoted by H,y1, and a kernel mapping
Ona1: L2(Q,Hy) — Hpa1, such that the final representation is given by ¢, 41(2,) in Hpy1.
We note that ¢,+1 is non-expansive for the Gaussian kernel when a < 1 (see Section B.1) as
well as for the linear kernel (trivially, since in this case ¢, 41 is an isometric linear mapping).
Then, we have the relation K, (zo,z() := (@n+t1(Tn), pnt1(x,)), for either kernel, and in
particular, the RKHS Hg,, of K, contains all functions of the form f(zg) = (w, pn+1(xn))
with w in H,y1, see Appendix A.

2.1 Signal Preservation and Discretization

In this section, we show that the multilayer kernel representation preserves all information
about the signal at each layer, and besides, each feature map xj can be sampled on a
discrete set with no loss of information. This suggests a natural approach for discretization
which will be discussed after the following lemma, whose proof is given in Appendix C.

Lemma 2 (Signal recovery from sampling) Assume that Hy contains all linear func-
tions z — (g, z) with g in Py, (this is true for all kernels Ky, described in the previous section,
according to Corollary 14 in Section 4.1 later); then, the signal 1 can be recovered from a
sampling of x at discrete locations as soon as the union of patches centered at these points
covers ). It follows that xp can be reconstructed from such a sampling.

The previous construction defines a kernel representation for general signals in L2(Q, Ho),
which is an abstract object defined for theoretical purposes. In practice, signals are discrete,
and it is thus important to discuss the problem of discretization. For clarity, we limit the
presentation to 1-dimensional signals ( = R? with d = 1), but the arguments can easily
be extended to higher dimensions d when using box-shaped patches. Notation from the
previous section is preserved, but we add a bar on top of all discrete analogues of their
continuous counterparts. e.g., Ty is a discrete feature map in £2(Z, Hy,) for some RKHS Hy.

10
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Input signals x¢p and Zy. Discrete signals acquired by a physical device may be seen as
local integrators of signals defined on a continuous domain (e.g., sensors from digital cameras
integrate the pointwise distribution of photons in a spatial and temporal window). Then,
consider a signal x¢ in L?(Q,Ho) and sg a sampling interval. By defining Zo in ¢2(Z, Ho)
such that Zg[n] = xg(nsp) for all n in Z, it is thus natural to assume that xg= Agx, where Ag
is a pooling operator (local integrator) applied to an original continuous signal z. The role
of Ay is to prevent aliasing and reduce high frequencies; typically, the scale oy of Ag should
be of the same magnitude as sg, which we choose to be sy = 1 without loss of generality.
This natural assumption is kept later for the stability analysis.

Multilayer construction. We now want to build discrete feature maps 7y in £2(Z, Hy)
at each layer k involving subsampling with a factor s; with respect to ;. We now define
the discrete analogues of the operators Py (patch extraction), My, (kernel mapping), and Ay
(pooling) as follows: for n € Z,

Pkfi'k—l [n} = (Ek—l [n], Tpq [n + 1}, cey Tp1 [n + e — 1]) € ﬁk = 7-_[2111

ko

o 1 _ o L _
ik[n] =AM P,y 1 [n} = \/7873 Z hk[nsk — m]MkPk:TJk,l [m] :(hk * Mkijk,l)[nsk] € Hg,
€Z

where (i) P, extracts a patch of size ej, starting at position n in Zy [n], which lives in the
Hilbert space Py, defined as the direct sum of e; times Hj, 1; (ii) M}, is a kernel mapping
identical to the continuous case, which preserves the norm, like My; (iii) Ay performs a
convolution with a Gaussian filter and a subsampling operation with factor s;. The next
lemma shows that under mild assumptions, this construction preserves signal information.

Lemma 3 (Signal recovery with subsampling) Assume that Hy contains the linear
functions z — (w, z) for all w in Py and that ey, > si. Then, Ty can be recovered from Ty,.

The proof is given in Appendix C. The result relies on recovering patches using linear
“measurement” functions and deconvolution of the pooling operation.

Links between the parameters of the discrete and continuous models. Due to
subsampling, the patch size in the continuous and discrete models are related by a multi-
plicative factor. Specifically, a patch of size e with discretization corresponds to a patch S
of diameter epsg_1Skx_s...s1 in the continuous case. The same holds true for the scale pa-
rameter oy of the Gaussian pooling.

2.2 Practical Implementation via Convolutional Kernel Networks

Besides discretization, convolutional kernel networks add two modifications to implement in
practice the image representation we have described. First, it uses feature maps with finite
spatial support, which introduces border effects that we do not study (like Mallat, 2012),
but which are negligible when dealing with large realistic images. Second, CKNs use finite-
dimensional approximations of the kernel feature map. Typically, each RKHS’s mapping
is approximated by performing a projection onto a subspace of finite dimension, which is

11
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a classical approach to make kernel methods work at large scale (Fine and Scheinberg,
2001; Smola and Scholkopf, 2000; Williams and Seeger, 2001). If we consider the kernel
mapping @i : Pr — Hi at layer k, the orthogonal projection onto the finite-dimensional

subspace Fj, = span(pg(z1),...,¢k(2p,)) € Hi, where the z;’s are p;, anchor points in Py,
is given by the linear operator Il : Hp — Fj, defined for f in Hj by
Mef = > (Kzp)ijlen(zi), Fen(z), (8)
1<4,5<pk

where K, is the inverse (or pseudo-inverse) of the pj, x py kernel matrix [Kj(z;,2;))ij. As
an orthogonal projection operator, IIj is non-expansive, i.e., ||IIx]| < 1. We can then define
the new approximate version My of the kernel mapping operator My by

My, Py 1 (u) = Hypp(Pezy1(u)) € F. 9)

Note that all points in the feature map ]\N{kkak,l lie in the pg-dimensional space Fi, C Hy,
which allows us to represent each point My Pyxy 1(u) by the finite dimensional vector

Ur(Peap1(w) = K, > K 5(Pyry, 1 (1)) € RPF, (10)

with Kz(2) := (Kg(21,2), ..., Ki(2p,,2)) " ; this finite-dimensional representation preserves
the Hilbertian inner product and norm® in Fy, so that ||[¢n( Pezr1(u))||3 = || My Peag 1 (u) H%—tk

Such a finite-dimensional mapping is compatible with the multilayer construction, which
builds Hj; by manipulating points from Hjy 1. Here, the approximation provides points in
Fi € Hp, which remain in Fj, after pooling since Fj, is a linear subspace. Eventually, the se-
quence of RKHSs {H } x>0 is not affected by the finite-dimensional approximation. Besides,
the stability results we will present next are preserved thanks to the non-expansiveness
of the projection. In contrast, other kernel approximations such as random Fourier fea-
tures (Rahimi and Recht, 2007) do not provide points in the RKHS (see Bach, 2017), and
their effect on the functional space derived from the multilayer construction is unclear.

It is then possible to derive theoretical results for the CKN model, which appears as
a natural implementation of the kernel constructed previously; yet, we will also show in
Section 4 that the results apply more broadly to CNNs that are contained in the functional
space associated to the kernel. However, the stability of these CNNs depends on their RKHS
norm, which is hard to control. In contrast, for CKNs, stability is typically controlled by
the norm of the final prediction layer.

3. Stability to Deformations and Group Invariance

In this section, we study the translation invariance and the stability under the action of
diffeomorphisms of the kernel representation described in Section 2 for continuous signals.
In addition to translation invariance, it is desirable to have a representation that is stable
to small local deformations. We describe such deformations using a C'-diffeomorphism
7:Q — Q, and let L, denote the linear operator defined by L.x(u) = xz(u — 7(u)). We
use a similar characterization of stability to the one introduced by Mallat (2012): the

1. We have (Y (2), ¥r(2"))2 = (Ikww(2), Hrpr(z'))w, . See Mairal (2016) for details.

12
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representation ®(-) is stable under the action of diffeomorphisms if there exist two non-
negative constants C'; and Co such that

[@(Lrz) — @(2)] < (C1l[VT]loo + Col[loo) ], (11)

where V7 is the Jacobian of 7, || V7|l :=sup,cq [|V7T(u)|, and ||7||oc :=sup,eq |7(u)|. The
quantity ||V7(u)| measures the size of the deformation at a location u, and like Mallat
(2012), we assume the regularity condition ||V7|s < 1/2, which implies that the defor-
mation is invertible (Allassonniere et al., 2007; Trouvé and Younes, 2005) and helps us
avoid degenerate situations. In order to have a near-translation-invariant representation,
we want C to be small (a translation is a diffeomorphism with V7 = 0), and indeed we will
show that Cy is proportional to 1/0,, where o, is the scale of the last pooling layer, which
typically increases exponentially with the number of layers n. When V7 is non-zero, the
diffeomorphism deviates from a translation, producing local deformations controlled by V7.

Additional assumptions. In order to study the stability of the representation (5), we
assume that the input signal g may be written as xqg = Apx, where Ag is an initial pooling
operator at scale o(, which allows us to control the high frequencies of the signal in the first
layer. As discussed previously in Section 2.1, this assumption is natural and compatible
with any physical acquisition device. Note that g can be taken arbitrarily small, so that
this assumption does not limit the generality of our results. Then, we are interested in
understanding the stability of the representation

q)n(l‘) = AnMnPnAnfanfanfl s A1M1P1A01‘.

We do not consider the prediction layer ¢, 1 here for simplicity, but note that if we add on
top of ®,,, based on a linear of Gaussian kernel, then the stability of the full representation
Yn+1 © D, immediately follows from that of &, thanks to the non-expansiveness of ¢, 1
(see Section 2 and Section 3.3 below). Then, we make an assumption that relates the scale
of the pooling operator at layer £ — 1 with the diameter of the patch Si: we assume indeed
that there exists k > 0 such that for all k > 1,

sup |¢| < kog_1. (A2)

cESk
The scales o}, are typically exponentially increasing with the layers k, and characterize the
“resolution” of each feature map. This assumption corresponds to considering patch sizes
that are adapted to these intermediate resolutions. Moreover, the stability bounds we obtain
hereafter increase with x, which leads us to believe that small patch sizes lead to more stable
representations, something which matches well the trend of using small, 3x3 convolution
filters at each scale in modern deep architectures (e.g., Simonyan and Zisserman, 2014).

Finally, before presenting our stability results, we recall a few properties of the operators

involved in the representation ®,,, which are heavily used in the analysis.

1. Patch extraction operator: P is linear and preserves the norm;
2. Kernel mapping operator: M) preserves the norm and is non-expansive;

3. Pooling operator: A is linear and non-expansive || Ax| < 1;

13



BIETTI AND MAIRAL

The rest of this section is organized into three parts. We present the main stability
results in Section 3.1, explain their compatibility with kernel approximations in Section 3.2,
and discuss qualitatively these stability and invariance properties in Section 3.3. Finally, we
introduce mechanisms to achieve invariance to any group of transformations in Section 3.5.

3.1 Stability Results and Translation Invariance

Here, we show that our kernel representation ®,, satisfies the stability property (11), with a
constant Co inversely proportional to o,, thereby achieving near-invariance to translations.
The results are then extended to more general transformation groups in Section 3.5.

General bound for stability. The following result gives an upper bound on the quantity
of interest, ||®,(L,x) — ®,(x)|, in terms of the norm of various linear operators which
control how 7 affects each layer. An important object of study is the commutator of linear
operators A and B, which is denoted by [A, B] = AB — BA.

Proposition 4 (Bound with operator norms) For any z in L*(2,Ho), we have
n
[@n (L) = Pp(2)]| < (Z I[Pk Ak—1, Ll |l + [[[An, L[l + (| Lr A — Anll) [zl (12)
k=1

For translations L;x(u) = Lex(u) = z(u — ¢), it is easy to see that patch extraction and
pooling operators commute with L. (this is also known as covariance or equivariance to
translations), so that we are left with the term || L.A,,— A, ||, which should control translation
invariance. For general diffeomorphisms 7, we no longer have exact covariance, but we
show below that commutators are stable to 7, in the sense that ||[PyAg—_1, L+]|| is controlled
by ||V7|lec, while ||L;A,, — A,|| is controlled by ||7|loc and decays with the pooling size oy,.

Bound on ||[P;Ar—1,L;]||. We note that Pz can be identified with (L.z)ces, isometri-
cally for all z in L?(2, Hy, 1), since || Pyz|]* = s, | Lez||*dvg () by Fubini’s theorem. Then,

|PyAg_1Lrz — Ly PAp_12||> = / |LeAp_1Lr2 — Ly LeAg_1 2|2 dvg(c)
Sk

< sup HLCAk—lLTZ - LTLCAk‘—le27
ceSy
so that ||[PyAk—1,L-]|| < SUD.csg, |[LeAk—1, Lr]||. The following result lets us bound the
commutator ||[LcAg—1, L7]|| when |c¢| < kog_1, which is satisfied under assumption (A2).

Lemma 5 (Stability of shifted pooling) Consider A, the pooling operator with kernel
ho(u) = o~ h(u/o). If |VT|leo < 1/2, there exists a constant Cy such that for any o and
le| < ko, we have
[[LeAo, L]l < Ci][VT|loo,

where C1 depends only on h and k.

A similar result can be found in Lemma E.1 of Mallat (2012) for commutators of the form
[As, L], but we extend it to handle integral operators L. A, with a shifted kernel. The proof
(given in Appendix C.4) follows closely Mallat (2012) and relies on the fact that [L.A,, L;]

is an integral operator in order to bound its norm via Schur’s test. Note that x can be made
larger, at the cost of an increase of the constant C of the order k%1
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Bound on ||L;A, — A,||. We bound the operator norm || L, A, — A,|| in terms of ||7||o0
using the following result due to Mallat (2012, Lemma 2.11), with o = oy,:

Lemma 6 (Translation invariance) If ||V7| . < 1/2, we have

Co

||L7'AO' - AO’” S -
g

7]l

with Cy = 2% - | Vh|;.
Combining Proposition 4 with Lemmas 5 and 6, we now obtain the following result:

Theorem 7 (Stability bound) Assume (A2). If |V7T|c < 1/2, we have

n

[90(Lr2) = #ule)] < (€1 (4 ) 197 + 2 7l ) ol (13)

This result matches the desired notion of stability in Eq. (11), with a translation-
invariance factor that decays with o,,. The dependence on a notion of depth (the num-
ber of layers n here) also appears in Mallat (2012), with a factor equal to the maximal
length of scattering paths, and with the same condition ||V7|s < 1/2. However, while
the norm of the scattering representation is preserved as the length of these paths goes
to infinity, the norm of ®,,(x) may decrease with depth due to pooling layers, as discussed
previously, making it necessary either to use a Gaussian kernel for the prediction layer (then
lon+1(Pn(x))|| = 1), or to make assumptions about the signal spectrum to ensure that a
significant part of the signal norm is preserved. We discuss this in more detail in Section 3.3.

Remark 8 (Stability for Lipschitz non-linear mappings) While the previous results
require non-erpansive non-linear mappings v, it is easy to extend the result to the following
more general condition

ler(2) = er(2) < pellz =2l and  [lor(2)]l < prllz]l.

Indeed, the proof of Proposition 4 easily extends to this setting, giving an additional fac-
tor [[, pr in the bound (11). The stability bound (13) then becomes

n

[90(Lr) — B, (x)]| < (H pk) (G140 19+ Sl ) el 19
k=1

This will be useful for obtaining stability of CNNs with generic activations such as ReLU
(see Section 4.3), and this also captures the case of kernels with k), (1) > 1 in Lemma 1.

3.2 Stability with Kernel Approximations

As in the analysis of the scattering transform of Mallat (2012), we have characterized the
stability and shift-invariance of the data representation for continuous signals, in order to
give some intuition about the properties of the corresponding discrete representation, which
we have described in Section 2.1.

15



BIETTI AND MAIRAL

Another approximation performed in the CKN model of Mairal (2016) consists of
adding projection steps on finite-dimensional subspaces of the RKHS’s layers, as discusssed
in Section 2.2. Interestingly, the stability properties we have obtained previously are
compatible with these steps. We may indeed replace the operator M with the opera-
tor Myz(u) = Hper(2(u)) for any map z in L2(Q, Py), instead of Myz(u) = ¢p(z(u));
II; : Hi — Fi is here an orthogonal projection operator onto a linear subspace, given
in (8). Then, M;, does not necessarily preserve the norm anymore, but || Myz|| < ||z||, with
a loss of information equal to || Mz — Mj,z|| corresponding to the quality of approximation
of the kernel K} on the points z(u). On the other hand, the non-expansiveness of M}, is
satisfied thanks to the non-expansiveness of the projection. In summary, it is possible to
show that the conclusions of Theorem 7 remain valid when adding the CKN projection
steps at each layer, but some signal information is lost in the process.

3.3 Discussions

We now discuss a few properties of the kernel representation in terms of norm preservation
and non-expansiveness. We consider in this section the full kernel representation, including
a prediction layer, which is given by ®(z) = @,+1(®y,(x)), where ¢, 41 is the kernel feature
map of either a Gaussian kernel (6) with o = 1, or a linear kernel (7). In both cases, ¢,+1
is non-expansive, which yields

[@(Lrz) = @(2)]| < [[Pn(Lrz) — Pn(z)l],
such that the stability result of Theorem 7 also applies to ®. Then, we will show that

1. the norm of ||®(z)|| may be of the same order of magnitude as the norm |z|[;

2. the kernel representation is non-expansive but it is not contractive—that is,

w0 = @)

~ 1. (15)
z,x’'€L2(Q,Ho) Hl’ - le

Otherwise, the proximity of ®(L,xz) and ®(x) would not be surprising; after all, any
point ®(x) could be close to another one ®(z') if the representation ® was contractive.

Mallat (2012) addresses the first point for the scattering transform by showing that the
scattering operator preserves the norm. Here, we address this question in the next lemma.

Lemma 9 (Norm of ®(x)) For the two choices of prediction layers, ®(x) satisfies
|®(x)|| =1 (Gaussian), |P(x)|| > [|[AnAn-1 ... Aox|| (Linear).

Thus, with a Gaussian prediction layer, the representation always has norm 1, and hence
is of the order of ||z|| when the signal z is appropriately normalized. In the case of a linear
prediction layer, the operator A, A, 1 ... Ag is equivalent to a single pooling operator A, of
scale o = (02 + - -—i—ag)l/ 2 which is of the order of o, when o} grows exponentially with k.
The lower bound in Lemma 9 then approximately corresponds to the amount of energy of
the signal = concentrated in frequencies smaller than 1/, since the operator A, attenuates
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FECIAME

Figure 2: MNIST digits with transformations considered in our numerical study of stability.
Fach row gives examples of images from a set of digits that are compared to a reference image
of a “5”. From top to bottom: translations and deformations with a = 1; deformations
with a = 3; digits from the training set with the same label “5” as the reference digit; digits
from the training set with any label.

frequencies higher than 1/0. Natural images often have high energy in low frequencies (the

power spectra of natural images is empirically considered to have a polynomial decay in

1/f2, where f is the signal frequency, see, Torralba and Oliva, 2003). For such classes of

signals, a large part of the signal energy is then preserved by the pooling operator A,.
Next, we give a basic result showing that the representation is not contractive.

Lemma 10 (Non-contractive representation) The representation ® satisfies (15).

Note that this result would not be satisfied if we used kernels with contractive mappings ¢,
i.e., p-Lipschitz with p < 1. In particular for a depth-n representation, ||[®(x) — ®(2)]|
would become O(p™) times smaller than ||z — 2/||. In the context of CKNs, poor kernel
approximations could lead to similar behavior.

3.4 Empirical Study of Stability

In this section, we provide numerical experiments to demonstrate the stability properties
of the kernel representations defined in Section 2 on discrete images.

We consider images of handwritten digits from the Infinite MNIST dataset of Loosli
et al. (2007), which consists of 28x28 grayscale MNIST digits augmented with small trans-
lations and deformations. Translations are chosen at random from one of eight possible
directions, while deformations are generated by considering small smooth deformations 7,
and approximating L,z using a tangent vector field Va containing partial derivatives of
the signal x along the horizontal and vertical image directions. We introduce a deformation
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Figure 3: Average relative representation distance for various 2-layer models, on images from
Figure 2. We show the impact on relative distance of: (a) the value of « in deformations,
in {0.01,0.03,0.1,0.3, 1, 3}; (b) the subsampling factor of the final pooling layer, in {1, 3,5};
(c) the patch size, in {3,5,7}. In (b-c), deformations are obtained with a = 1.

parameter « to control such deformations, which are then given by
Lorxz(u) = z(u — ar(u)) = z(u) — ar(u) - V(u).

Figure 2 shows examples of different deformations, with various values of «, with or without
translations, generated from a reference image of the digit “5”. In addition, one may consider
that a given reference image of a handwritten digit can be deformed into different images of
the same digit, and perhaps even into a different digit (e.g., a “1” may be deformed into a
“77). Intuitively, the latter transformation corresponds to a “larger” deformation than the
former, so that a prediction function that is stable to deformations should be preferable for
a classification task. The aim of our experiments is to quantify this stability, and to study
how it is affected by architectural choices such as patch sizes and pooling scales.

We consider a full kernel representation, discretized as described in Section 2.1. We limit
ourselves to 2 layers in order to make the computation of the full kernel tractable. Patch
extraction is performed with zero padding in order to preserve the size of the previous feature
map. We use a homogeneous dot-product kernel as in Eq. (2) with x(z) = e?*=1, p =
1/(0.65)%. Note that this choice yields #'(z) = p > 1, giving an p-Lipschitz kernel mapping
instead of a non-expansive one as in Lemma 1 which considers p = 1. However, values of p
larger than one typically lead to better empirical performance for classification (Mairal,
2016), and the stability results of Section 3 are still valid with an additional factor p™ (with
n = 2 here) in Eq. (13). For a subsampling factor s, we apply a Gaussian filter with scale
o = s/v/2 before downsampling. Our C+4+ implementation for computing the full kernel
given two images is available at https://github.com/albietz/ckn_kernel.

In Figure 3, we show average relative distance in representation space between a reference
image and images from various sets of 20 images (either generated transformations, or
images appearing in the training set). For a given architecture A and set S of images, the
average relative distance to an image z is given by

|®a(z VEa(z,z) + Ka(a',2") — 2K 4(x, 2')
Z ||‘I>A H |5| 2

KA(?) 7

xGS z’'eS
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where ®4 denotes the kernel representation for architecture A and K4(x,z’) the corre-
sponding kernel. We normalize by ||®4(z)|| in order to reduce sensitivity to the choice of
architecture. We start with a (3, 2)-layer followed by a (3,5)-layer, where (p, s) indicates a
layer with patch size p and subsampling s. In Figure 3b, we vary the subsampling factor of
the second layer, and in Figure 3c we vary the patch size of both layers.

Each row of Figure 2 shows digits and deformed versions. Intuitively, it should be easier
to deform an image of a handwritten 5 into a different image of a 5, than into a different
digit. Indeed, Figure 3 shows that the average relative distance for images with different
labels is always larger than for images with the same label, which in turn is larger than for
small deformations and translations of the reference image.

Adding translations on top of deformations increases distance in all cases, and Figure 3b
shows that this gap is smaller when using larger subsampling factors in the last layer. This
agrees with the stability bound (13), which shows that a larger pooling scale at the last
layer increases translation invariance. Figure 3a highlights the dependence of the distance
on the deformation size «, which is near-linear as in Eq. (13) (note that « controls the
Jacobian of the deformation). Finally, Figure 3¢ shows that larger patch sizes can make the
representations less stable, as discussed in Section 3.

3.5 Global Invariance to Group Actions

In Section 3.1, we have seen how the kernel representation of Section 2 creates invariance to
translations by commuting with the action of translations at intermediate layers, and how
the last pooling layer on the translation group governs the final level of invariance. It is
often useful to encode invariances to different groups of transformations, such as rotations
or reflections (see, e.g., Cohen and Welling, 2016; Mallat, 2012; Raj et al., 2017; Sifre and
Mallat, 2013). Here, we show how this can be achieved by defining adapted patch extraction
and pooling operators that commute with the action of a transformation group G (this is
known as group covariance or equivariance). We assume that G is locally compact such
that we can define a left-invariant Haar measure y—that is, a measure on GG that satisfies
1(gS) = p(S) for any Borel set S C G and ¢g in G. We assume the initial signal z(u) is
defined on (G, and we define subsequent feature maps on the same domain. The action of
an element g in G is denoted by L,, where Lyz(u) = z(g~ 1 u).

Extending a signal on G. We note that the original signal is defined on a domain €2
which may be different from the transformation group G that acts on Q (e.g., for 2D images
we have 0 = R? but G may also include a rotation angle). The action of g in G on the
original signal defined on 2, denoted Z(w) yields a transformed signal L,7(w) = (g~ " - w),
where - denotes group action. This requires an appropriate extension of the signal to GG that
preserves the meaning of signal transformations. We make the following assumption: every
element w in € can be reached with a transformation u, in G from a neutral element ¢
in Q (e.g., e =0 for @ =RY), as w = u, - €. Note that for 2D images (Q = R?), this
typically requires a group G that is “larger” than translations, such as the roto-translation
group, while it is not satisfied, for instance, for rotations only. A similar assumption is
made by Kondor and Trivedi (2018). Then, one can extend the original signal Z by defining
xz(u) := Z(u - €). Indeed, we then have

1 1

Loz(uy) = (9 uy) = 2((97 uw) - €) = (g
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so that the signal (z(uw))weq preserves the structure of . We detail this below for the
example of roto-translations on 2D images. Then, we are interested in defining a layer—
that is, a succession of patch extraction, kernel mapping, and pooling operators—that
commutes with Lg, in order to achieve equivariance to G.

Patch extraction. We define patch extraction as follows
Px(u) = (z(uv))yes for all u e G,
where S C G is a patch shape centered at the identity element. P commutes with L, since
PLgx(u) = (Lgx(uv))ves = (29~ uv))ves = P9~ u) = LgPa(u).

Kernel mapping. The pointwise operator M is defined exactly as in Section 2, and thus
commutes with L.

Pooling. The pooling operator on the group G is defined by

Antu) = [ a(w)h(e)dut) = [ s o)duto),

G

where h is a pooling filter typically localized around the identity element. The construction
is similar to Raj et al. (2017) and it is easy to see from the first expression of Ax(u) that
ALgx(u) = LyAx(u), making the pooling operator G-equivariant.

In our analysis of stability in Section 3.1, we saw that inner pooling layers are useful to
guarantee stability to local deformations, while global invariance is achieved mainly through
the last pooling layer. In some cases, one only needs stability to a subgroup of G, while
achieving global invariance to the whole group, e.g., in the roto-translation group (Oyallon
and Mallat, 2015; Sifre and Mallat, 2013), one might want invariance to a global rotation
but stability to local translations. Then, one can perform patch extraction and pooling just
on the subgroup to stabilize (e.g., translations) in intermediate layers, while pooling on the
entire group at the last layer to achieve the global group invariance.

Example with the roto-translation group. We consider a simple example on 2D im-
ages where one wants global invariance to rotations in addition to near-invariance and sta-
bility to translations as in Section 3.1. For this, we consider the roto-translation group (see,
e.g., Sifre and Mallat, 2013), defined as the semi-direct product of translations R? and
rotations SO(2), denoted by G = R? x SO(2), with the following group operation

g9 = (v+ Rev', 0+ 0'),

for g = (v,0), ¢ = (v,0) in G, where Ry is a rotation matrix in SO(2). The element
g = (v,0) in G acts on a location u € 2 = R? by combining a rotation and a translation:

g-u=7v-+ Rou
gV u=(—R_gv,—0)-u= R_g(u— ).

For a given image # in L?((2), our equivariant construction outlined above requires an
extension of the signal to the group G. We thus define z in L?(G) with z((u,n)) := Z(u)
for any angle n, which preserves the definition of group action on the original signal Z since

Lgz((u,n)) = (g~ (w,m) = x((g™" - u,n = 0)) = (g~ - u) = Ly (u).
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That is, we can study the action of G on 2D images in L?(f2) by studying the action on
the extended signals in L?(G) defined above. A similar extension can be carried for other
semi-direct group products.

We can now define patch extraction and pooling operators P, A : L?(G) — L?(G) only
on the translation subgroup, by considering a patch shape S = {(v,0)} g C G with
S c Q, and h((v,0)) = do(A)h(v), where h a Gaussian pooling filter with scale o defined
on R? and &y denotes a Dirac delta mass at 0. We consider the Haar measure given by
dp((v,0)) := dvdp.(0), where dv is the Lebesgue measure on R? and dj. the normalized
Haar measure on the unit circle. Note that p is left-invariant, since the determinant of
rotation matrices that appears in the change of variables is 1.

The following result, proved in Appendix C, shows analogous results to the stability
lemmas of Section 3.1 for the operators P and A. For a diffeomorphism 7, we denote by L,
the action operator given by L.xz((u,n)) = z((7(u),0) " (u,n)) = z((u — 7(u),n)).

Lemma 11 (Stability with roto-translation patches) If |V7|«w < 1/2, and the fol-
lowing condition holds sup, g |c| < ko, we have

IIPA, L[] < C1[|V 7] oo,

with the same constant C1 as in Lemma 5, which depends on h and k. Similarly, we have
Co
1A= Al < 2|7

with Cy as defined in Lemma 6.
By constructing a multi-layer representation ®,,(x) in L?(G) using similar operators at

each layer, we can obtain a similar stability result to Theorem 7. By adding an additional
global pooling operator A, : L2(G) — L?(Q) after the last layer, defined, for x € L?(G), as

Ag(u) = / (o, 1)) dpie (),

we additionally obtain global invariance to rotations, as shown in the following theorem.

Theorem 12 (Stability and global rotation invariance) Assume (A2) for patches S
at each layer. Define the operator L. gyax((u,n)) = z((1(u),0)" (u,n)), and define the
diffeomorphism 19 : uw— R_p1(u). If ||VT||so < 1/2, we have

[Ac®n(Lir)7) = AcPp(2)|| < | ®n(Lr,,2) — Pnlz)]|

C
< (@1 a+ 97l + Liel) hal.

We note that a similar result may be obtained when G = 2 x H, where H is any compact
group, with a possible additional dependence on how elements of H affect the size of patches.
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4. Link with Existing Convolutional Architectures

In this section, we study the functional spaces (RKHS) that arise from our multilayer
kernel representation, and examine the connections with more standard convolutional ar-
chitectures. The motivation of this study is that if a CNN model f is in the RKHS, then it
can be written in a “linearized” form f(z) = (f, ®(z)), so that our study of stability of the
kernel representation ® extends to predictions using |f(z) — f(z')| < || f]|[|®(z) — ®(2')]].

We begin by considering in Section 4.1 the intermediate kernels K}, showing that their
RKHSs contain simple neural-network-like functions defined on patches with smooth acti-
vations, while in Section 4.2 we show that a certain class of generic CNNs are contained
in the RKHS Hj, of the full multilayer kernel K,, and characterize their norm. This is
achieved by considering particular functions in each intermediate RKHS defined in terms
of the convolutional filters of the CNN. A consequence of these results is that our stability
and invariance properties from Section 3 are valid for this broad class of CNNs.

4.1 Activation Functions and Kernels K},

Before introducing formal links between our kernel representation and classical convolutional
architectures, we study in more details the kernels Kj described in Section 2 and their
RKHSs Hg. In particular, we are interested in characterizing which types of functions live
in Hi. The next lemma extends some results of Zhang et al. (2016, 2017b), originally
developed for the inverse polynomial and Gaussian kernels; it shows that the RKHS may
contain simple “neural network” functions with activations o that are smooth enough.

Lemma 13 (Activation functions and RKHSs ;) Let o : [-1,1] — R be a function
that admits a polynomial expansion o(u) := Z;io ajuj. Consider a kernel Ky from Sec-
tion 2, given in (2), with ki(u) = Z;io bju/, and b; > 0 for all j. Assume further that
a; = 0 whenever b; = 0, and define the function C2(\?) := Z?io(a?/bj))\%- Let g in Py, be
such that C%(||g||?) < co. Then, the RKHS Hy, contains the function

[z lzlo((g, 2)/Iz1), (16)
and its norm satisfies || f|| < Cy(||g]?).
This result implies the next corollary, which was also found to be useful in our analysis.

Corollary 14 (Linear functions and RKHSs) The RKHSs Hy, considered in this paper
contain all linear functions of the form z — (g, z) with g in P.

The previous lemma shows that for many choices of smooth functions o, the RKHS H,
contains the functions of the form (16). While the non-homogeneous functions z — a((g, 2))
are standard in neural networks, the homogeneous variant is not. Yet, we note that (i) the
most successful activation function, namely rectified linear units, is homogeneous—that is,
relu({(g, z)) = ||z|lrelu({g, z)/||z||); (ii) while relu is nonsmooth and thus not in our RKHSs,
there exists a smoothed variant that satisfies the conditions of Lemma 13 for useful kernels.
As noticed by Zhang et al. (2016, 2017b), this is for instance the case for the inverse
polynomial kernel. In Figure 4, we plot and compare these different variants of ReLU.
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Figure 4: Comparison of one-dimensional functions obtained with relu and smoothed relu
(sReLU) activations. (Left) non-homogeneous setting of Zhang et al. (2016, 2017b). (Right)
our homogeneous setting, for different values of the parameter w. Note that for w > 0.5,
sReLU and ReLU are indistinguishable.

4.2 Convolutional Neural Networks and their Complexity

We now study the connection between the kernel representation defined in Section 2 and
CNNs. Specifically, we show that the RKHS of the final kernel IC,, obtained from our kernel
construction contains a set of CNNs on continuous domains with certain types of smooth
homogeneous activations. An important consequence is that the stability results of previous
sections apply to this class of CNNs, although the stability depends on the RKHS norm, as
discussed later in Section 5. This norm also serves as a measure of model complexity, thus
controlling both generalization and stability.

CNN maps construction. We now define a CNN function f, that takes as input an
image zg in L?(€2, RP0) with pg channels, and build a sequence of feature maps, represented
at layer k as a function z in L?(2, RP¥) with py channels; the map 2, is obtained from 2, 1
by performing linear convolutions with a set of filters (w?);=1,. p,, followed by a pointwise
activation function o to obtain an intermediate feature map Zx, then by applying a linear
pooling filter. Note that each wi is in L?*(Sk,RP+1), with channels denoted by wfgj in
L?(Sk,R). Formally, the intermediate map 2 in L?(€Q, RP*) is obtained by

Zo(u) = np(u)o ((w, Pozio1(w)) /n(u)) (17)

where Zp(u) = (Z}(u),..., 2% (u)) is in RP¢, and Py is a patch extraction operator for
finite-dimensional maps. The activation involves a pointwise non-linearity ¢ along with a
quantity ng(u) := || Pgyzr—1(u)|| in (17), which is due to the homogenization, and which is

independent of the filters wj. Finally, the map z; is obtained by using a pooling operator
as in Section 2, with zp = AgZk, and zg = xp.

Prediction layer. For simplicity, we consider the case of a linear fully connected predic-
tion layer. In this case, the final CNN prediction function f, is given by

f0($0) = <wn+17 Zn>7

with parameters w11 in L?(£, RP*). We now show that such a CNN function is contained
in the RKHS of the kernel C,, defined with a linear prediction layer in (7).
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Construction in the RKHS. The function f, can be constructed recursively from inter-
mediate functions that lie in the RKHSs Hy, of the form (16), for appropriate activations o.
Specifically, we define initial quantities fi in 1 and g% in P; for i = 1,...,p; such that

gt =wt € L*(S1,RP) = L*(S1,Ho) = Pu,
f1(2) = |lzlle((g), 2)/|Iz]]) ~ for = € Py,

and we define, from layer k-1, the quantities f,i in Hj and g,i in P fori=1,... p:

Pk-1
gu(v) =Y wl(v)fi, where wj(v) = (W} (©))j=1,.p 1»
j=1

fi(2) = lizllo(gi, 2)/1l21))  for 2 € Py
For the linear prediction layer, we define g, in L%(Q, H,) by:

Pn

go(u) = Zwiﬂ(u)f,{ for all u € €,
j=1

so that the function f : zo — (go, ) is in the RKHS of K,,, where x,, is the final repre-
sentation given in Eq. (5). In Appendix D.2, we show that f = f,, which implies that the
CNN function f, is in the RKHS. We note that a similar construction for fully connected
multilayer networks with constraints on weights and inputs was given by Zhang et al. (2016).

Norm of the CNN f,. We now study the RKHS norm of the CNN constructed above.
This quantity is important as it controls the stability and invariance of the predictions of a
learned model through (1). Additionally, the RKHS norm provides a way to control model
complexity, and can lead to generalization bounds, e.g., through Rademacher complexity
and margin bounds (Boucheron et al., 2005; Shalev-Shwartz and Ben-David, 2014). In
particular, such results rely on the following upper bound on the empirical Rademacher
complexity of a function class with bounded RKHS norm Fy = {f € Hy,, : || f|| < A}, for a
dataset {z™M), ... (M)}

M ESE, Kala®,20)
VN '

The bound remains valid when only considering CNN functions in F, of the form f,, since
such a function class is contained in F). If we consider a binary classification task with
training labels (¥ in {—1,1}, on can then obtain a margin-based bound for any function fx
in F) obtained from the training set and any margin v > 0: with probability 1 — §, we
have (see, e.g., Boucheron et al., 2005)

Ry(Fy) <

(18)

A lzzj\i Icn@(i),x(i)) 0
L) < timy +0 | VR L p L) )
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with

L(f) = ]P)(:c,y)ND(yf(x) < O)
N

() = & 1) <),

i=1

where D is the distribution of data-label pairs (z(®,y(®). Intuitively, the margin ~ corre-
sponds to a level of confidence, and L}, measures training error when requiring confident
predictions. Then, the bound on the gap between this training error and the true expected
error L(fn) becomes larger for small confidence levels, and is controlled by the model com-
plexity A and the sample size .

Note that the bound requires a fixed value of A used during training, but in practice,
learning under a constraint || f|] < A can be difficult, especially for CNNs which are typically
trained with stochastic gradient descent with little regularization. However, by considering
values of A on a logarithmic scale and taking a union bound, one can obtain a similar bound
with || fx|| instead of A, up to logarithmic factors (see, e.g., Shalev-Shwartz and Ben-David,
2014, Theorem 26.14), where fy is obtained from the training data. We note that vari-
ous authors have recently considered other norm-based complexity measures to control the
generalization of neural networks with more standard activations (see, e.g., Bartlett et al.,
2017; Liang et al., 2017; Neyshabur et al., 2017, 2015). However, their results are typi-
cally obtained for fully connected networks on finite-dimensional inputs, while we consider
CNNs for input signals defined on continuous domains. The next proposition (proved in
Appendix D.2) characterizes the norm of f, in terms of the L? norms of the filters wy, and
follows from the recursive definition of the intermediate RKHS elements f,é

Proposition 15 (RKHS norm of CNNs) Assume the activation o satisfies Cy(a) < 00
for all a > 0, where C, is defined for a given kernel in Lemma 13. Then, the CNN
function f, defined above is in the RKHS Hy, , with norm

Pn
1£o11* < pn Y i 41 13Bnsi
=1

where By, ; is defined by By ; = C2(||wi||3) and By, = C2 (pk,l 2;1211 HijHgBk,l,j).

Note that this upper bound need not grow exponentially with depth when the filters have
small norm and C, takes small values around zero. However, the dependency of the bound
on the number of feature maps pi of each layer k£ may not be satisfactory in situations
where the number of parameters is very large, which is common in successful deep learning
architectures. The following proposition removes this dependence, relying instead on matrix
spectral norms. Similar quantities have been used recently to obtain useful generalization
bounds for neural networks (Bartlett et al., 2017; Neyshabur et al., 2018).

Proposition 16 (RKHS norm of CNNs using spectral norms) Assume the activa-
tion o satisfies Cy(a) < oo for all a > 0, where Cy is defined for a given kernel in Lemma 185.
Then, the CNN function f, defined above is in the RKHS Hy,, , with norm

1Foll* < llwnsal® CZUAWalZ CollWa-1l3- .. Co(IW23 CZAIWAIE)) ). (20)
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The norms are defined as follows:
Wills = [ IW@lBdn(. fork=2,...n
k

\mw%:éuwuw%wmm
1

where Wi(u) is the matrix (w,ij (w))ij, |- |l2 the spectral norm, and ||-||r the Frobenius norm.
As an example, if we consider k1 = - -+ = K, to be one of the kernels introduced in Section 2
and take o = k1 so that C2(\2) = k1(\?), then constraining the norms at each layer to be
smaller than 1 ensures ||f,| < 1, since for A < 1 we have C2(\?) < C%(1) = k1(1) = 1.
If we consider linear kernels and o(u) = u, we have C2(\?) = A2 and the bound becomes
| foll < llwnsall|Whall2 - [|[Wall2||Wil|z. If we ignore the convolutional structure (i.e., only
taking 1x1 patches on a 1x1 image), the norm involves a product of spectral norms at
each layer (ignoring the first layer), a quantity which also appears in recent generalization
bounds (Bartlett et al., 2017; Neyshabur et al., 2018).

Generalization and stability. The results of this section imply that our study of the ge-
ometry of the kernel representations, and in particular the stability and invariance properties
of Section 3, apply to the generic CNNs defined above, thanks to the Lipschitz smoothness
relation (1). The smoothness is then controlled by the RKHS norm of these functions, which
sheds light on the links between generalization and stability. In particular, functions with
low RKHS norm provide better generalization guarantees on unseen data, as shown by the
margin bound in Eq. (19). This implies, for instance, that generalization is harder if the
task requires classifying two slightly deformed images with different labels, since separating
such predictions by some margin requires a function with large RKHS norm according to
our stability analysis. In contrast, if a stable function (i.e., with small RKHS norm) is
sufficient to do well on a training set, learning becomes “easier” and few samples may be
enough for good generalization.

4.3 Stability and Generalization with Generic Activations

Our study of stability and generalization so far has relied on kernel methods, which allows us
to separate learned models from data representations in order to establish tight connections
between the stability of representations and statistical properties of learned CNNs through
RKHS norms. One important caveat, however, is that our study is limited to CNNs with
a class of smooth and homogeneous activations described in Section 4.1, which differ from
generic activations used in practice such as ReLLU or tanh. Indeed, ReLLU is homogeneous but
lacks the required smoothness, while tanh is not homogeneous. In this section, we show that
our stability results can be extended to the predictions of CNNs with such activations, and
that stability is controlled by a quantity based on spectral norms, which plays an important
role in recent results on generalization. This confirms a strong connection between stability
and generalization in this more general context as well.

Stability bound. We consider an activation function o : R — R that is p-Lipschitz and
satisfies 0(0) = 0. Examples include ReLU and tanh activations, for which p = 1. The
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CNN construction is similar to Section 4.2 with feature maps z; in L?(2,RP*), and a final
prediction function f, defined with an inner product (wy+1,2,). The only change is the
non-linear mapping in Eq. (17), which is no longer homogeneized, and can be rewritten as

50(0) = or (Pt () = a< Wkw)(m1<u>><v>duk<v>> ,

Sk

where o is applied component-wise. The non-linear mapping ¢y, on patches satisfies
low(z) = er(Z) < pellz = 2| and  [lor(2)]| < pillll,

where py = p||Wy||2 and |[Wy||2 is the spectral norm of Wy, : L?(Sy, RPx1) — RP* defined by

Wi (v)z(v)dvg(v)
Sk

[Wk|l2 = sup
l|lz]]<1

We note that this spectral norm is slightly different than the mixed norm used in Propo-
sition 16. By defining an operator M} that applies @ pointwise as in Section 2, the
construction of the last feature map takes the same form as that of the multilayer kernel
representation, so that the results of Section 3 apply, leading to the following stability bound
on the final predictions:

FoLew) = fo(@)] < " wnsa (H uwku2> (4197l + Ll ) el 21)
k n

Link with generalization. The stability bound (21) takes a similar form to the one
obtained for CNNs in the RKHS, with the RKHS norm replaced by the product of spectral
norms. In contrast to the RKHS norm, such a quantity does not directly lead to generaliza-
tion bounds; however, a few recent works have provided meaningful generalization bounds
for deep neural networks that involve the product of spectral norms (Bartlett et al., 2017;
Neyshabur et al., 2018). Thus, this suggests that stable CNNs have better generalization
properties, even when considering generic CNNs with ReLLU or tanh activations. Neverthe-
less, these bounds typically involve an additional factor consisting of other matrix norms
summed across layers, which may introduce some dependence on the number of parameters,
and do not directly support convolutional structure. In contrast, our RKHS norm bound
based on spectral norms given in Proposition 16 directly supports convolutional structure,
and has no dependence on the number of parameters.

5. Discussion and Concluding Remarks

In this paper, we introduce a multilayer convolutional kernel representation (Section 2); we
show that it is stable to the action of diffeomorphisms, and that it can be made invariant
to groups of transformations (Section 3); and finally we explain connections between our
representation and generic convolutional networks by showing that certain classes of CNNs
with smooth activations are contained in the RKHS of the full multilayer kernel (Section 4).
A consequence of this last result is that the stability results of Section 3 apply to any CNN
function f from that class, by using the relation

[f(Lrz) = f(2)] < [ F|@n(Lrz) — Pn ()],
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which follows from (1), assuming a linear prediction layer. In the case of CNNs with generic
activations such as ReLU, the kernel point of view is not applicable, and the separation
between model and representation is not as clear. However, we show in Section 4.3 that
a similar stability bound can be obtained, with the product of spectral norms at each
layer playing a similar role to the RKHS norm of the CNN. In both cases, a quantity that
characterizes complexity of a model appears in the final bound on predicted values — either
the RKHS norm or the product of spectral norms —, and this complexity measure is also
closely related to generalization. This implies that learning with stable CNNs is “easier” in
terms of sample complexity, and that the inductive bias of CNNs is thus suitable to tasks
that present some invariance under translation and small local deformation, as well as more
general transformation groups, when the architecture is appropriately constructed.

In order to ensure stability, the previous bounds suggest that one should control the
RKHS norm || f]|, or the product of spectral norms when using generic activations; however,
these quantities are difficult to control with standard approaches to learning CNNs, such
as backpropagation. In contrast, traditional kernel methods typically control this norm by
using it as an explicit regularizer in the learning process, making such a stability guarantee
more useful. In order to avoid the scalability issues of such approaches, convolutional kernel
networks approximate the full kernel map ®,, by taking appropriate projections as explained
in Section 2.2, leading to a representation ®,, that can be represented with a practical
representation 1), that preserves the Hilbert space structure isometrically (using the finite-
dimensional descriptions of points in the RKHS given in (10)). Section 3.2 shows that such
representations satisfy the same stability and invariance results as the full representation,
at the cost of losing information. Then, if we consider a CKN function of the form f,(z) =
(w, n(z)), stability is obtained thanks to the relation

|fu(Lra) = fu(@)] < lwll[$n(Lrz) = ¢n(2)]| = [wl|@n(Lrz) — Pn(@)]-

In particular, learning such a function by controlling the norm of w, e.g., with ¢» regular-
ization, provides a natural way to explicitly control stability. In the context of CNNs with
generic activations, ensuring that spectral norms at each inner layer are close to one, as
done by Cisse et al. (2017), may also provide some control on stability by regularizing the
norm of the last layer. It has been suggested (see, e.g., Zhang et al., 2017a) that optimiza-
tion algorithms may play an important role in controlling the generalization ability of deep
networks, and it may be plausible that these impact the RKHS norm of a learned CNN, or
its spectral norms. A better understanding of such implicit regularization behavior would
be interesting, but falls beyond the scope of this paper.
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Appendix A. Useful Mathematical Tools

In this section, we present preliminary mathematical tools that are used in our analysis.

Harmonic analysis. We recall a classical result from harmonic analysis (see, e.g., Stein,
1993), which was used many times by Mallat (2012) to prove the stability of the scattering
transform to the action of diffeomorphisms.

Lemma A.1 (Schur’s test) Let H be a Hilbert space and Q a subset of RY. Consider
T an integral operator with kernel k : Q0 x Q — R, meaning that for all u in Q and x
in L*(Q,H),

T:U(u):/gk‘(u,v)x(v)dv, (22)

where the integral is a Bochner integral (see, Diestel and Uhl, 1977; Muandet et al., 2017)
when H is infinite-dimensional. If

Yu € €, /|k(u,v)|dv <C and YveQ, /|k‘(u, v)|du < C,

for some constant C, then, Tz is always in L*(Q,H) for all x in L*(Q,H) and we have
1T < C.

Note that while the proofs of the lemma above are typically given for real-valued func-
tions in L?(Q,R), the result can easily be extended to Hilbert space-valued functions x
in L?(Q,H). In order to prove this, we consider the integral operator |T'| with kernel |k|
that operates on L?(Q, R, ), meaning that |T| is defined as in (22) by replacing k(u,v) by
the absolute value |k(u,v)|. Then, consider x in L?(Q,H) and use the triangle inequality
property of Bochner integrals:

ITw||2=/QHTw(U)|2du§/Q</Q|k(u,v)lllw(v)lldv>2du:|||T||fv|||2,

where the function |z| is such that |z|(u) = ||z(u)| and thus |z| is in L?(Q,Ry). We may
now apply Schur’s test to the operator |T'| for real-valued functions, which gives |||T||| < C.
Then, noting that |||z||| = |lz||, we conclude with the inequality ||Tz||?> < |||T||=|||?> <
IR < C2ljal.

The following lemma shows that the pooling operators Ay defined in Section 2 are
non-expansive.

Lemma A.2 (Non-expansiveness of pooling operators) Ifh(u) := (2r)~%2 exp(—|ul?/2),
then the pooling operator A, defined for any o > 0 by

Ap(u) = /Rd o~ <“ - ”) 2 (v)dv,

has operator norm ||Aq|| < 1.
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Proof A, is an integral operator with kernel k(u,v) := ¢ ~%h((u —v)/o). By a change of
variables, we have

Vv € RY, / |k (u,v)|du = / h(u)du =1,
R4 R4

since h is a standard Gaussian and thus integrates to 1. By symmetry between u and v, we
also have [, |k(u,v)|dv =1 for all u in R?, and the result follows from Schur’s test. [ |

Kernel methods. We now recall a classical result that characterizes the reproducing
kernel Hilbert space (RKHS) of functions defined from explicit Hilbert space mappings
(see, e.g., Saitoh, 1997, §2.1).

Theorem A.1 Let ¢ : X — H be a feature map to a Hilbert space H, and let K(z,2') :=
(W(2),0(2 )y for z,2" € X. Let H be the linear subspace defined by
H:={fw; we H} st fu:z— (w())m,

and consider the norm
fully = inf ('l st fu= furk

Then H is the reproducing kernel Hilbert space associated to kernel K.

A consequence of this result is that the RKHS of the kernel KC,,(z, ") = (®(z), ®(2')),
defined from a given final representation ®(x) € H, 11 such as the one introduced in Sec-
tion 2, contains functions of the form f : z — (w, ®(x)) with w € Hp41, and the RKHS
norm of such a function satisfies || f|| < ||w||3,,,,-

Appendix B. Proofs Related to the Multilayer Kernel Construction

B.1 Proof of Lemma 1 and Non-Expansiveness of the Gaussian Kernel

We begin with the proof of Lemma 1 related to homogeneous dot-product kernels (2).
Proof In this proof, we drop all indices k since there is no ambiguity. We will prove the
more general result that ¢ is pg-Lipschitz with pr, = max(1, \/x/(1)) for any value of £'(1)
(in particular, it is non-expansive when /(1) < 1).

Let us consider the Maclaurin expansion k(u) = Z;OS bju/ < 400 with b; > 0 for all j
and all w in [—1,+1]. Recall that the condition b; > 0 comes from the positive-definiteness
of K (Schoenberg, 1942). Then, we have x/'(u) = j:fjbjujfl. Noting that jbju/~1 < jb;
for u € [—1,1], we have £'(u) < £/(1) on [—1,1]. The fundamental theorem of calculus then
yields, for u € [-1,1],

1
k() = w(1) — / W ()t > m(1) — K (1)1 — u). (23)
Then, if z,2" # 0,

lo(2) — @(2I° = K (2,2) + K(2', ) = 2K (2, 2) = |2l* + |']]* = 2[|[|[l/ [} s(w),
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with w = (z,2")/(||z|l|z’]|)- Using (23) with (1) = 1, we have
le(2) = eI < M2l + 112117 = 20l20112[| (T = &'(1) + &'(1)u)
= (1= RO (12 + 1212 = 2111 + /) (112 + 122 = 202, 2))
= (1=K O) 12l = ]2 + K (D)1= — /)2
{Hz—z’Hz, if0< k(1) <1
K(D)||z — 22, if (1) >1
= pillz = |,
with pr = max(1, \/W), which yields the desired result. Finally, we remark that we have

shown the relation k(u) > k(1) — /(1) 4+ £’(1)u; when £'(1) = 1, this immediately yields (3).
If z=0 or 2/ =0, the result also holds trivially. For example,

lo(z) = 9(0)]* = K(2,2) + K(0,0) = 2K (2,0) = ||2]* = [|= - 0]|*.

Non-expansiveness of the Gaussian kernel. We now consider the Gaussian kernel
K(z,7) = e_%”z_zlllz,
with feature map . We simply use the convexity inequality e* > 1 + u for all u, and
lo(2) = () = K(2,2) + K (2, 2') = 2K (2,2') = 2 = 2¢721==7I" < a2 = /|12

In particular, ¢ is non-expansive when o < 1.

Appendix C. Proofs of Recovery and Stability Results
C.1 Proof of Lemma 2

Proof We denote by €2 the discrete set of sampling points considered in this lemma. The
assumption on ) can be written as {u +v ; u € Q,v € S} = Q.

Let B denote an orthonormal basis of the Hilbert space Py = L?(Sk, Hx_1), and define
the linear function f,, in Hj such that f, : z — (w, z) for w in Px. We thus have

Prry-q1(u) = Z (w, Prag-1(u))w
weB

=Y fulPrrg 1 (u))w

weB
= > {fuw My Py 1 (u))w,
weB
using the reproducing property in the RKHS Hj. Applying the pooling operator Ay yields

ApPrriq (U) = Z <fw7 A My Pry (u)>w7
weB

= Z <fw7 xk(u»w

weB
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Noting that Ay Prxr 1 = Ar(LuTr 1)ves, = (AxloTh1)ves, = (LoArTr1)ves, = PrArTr 1,
with L,z 1(u) := xp1(u+v), we can choose v in Sy and obtain from the previous relations

Agwra(w+0) = (fun wr(w))w(v).

weB

Thus, taking all sampling points © € © and all v € S}, we have a full view of the sig-
nal Apxj_1 on all of Q by our assumption on the set .
For f € Hy 1, the signal (f, zx1(u)) can then be recovered by deconvolution as follows:

((f, Arz1(-)))
Flho,) ) (v

(frrpa(u)) = F (f

where F denotes the Fourier transform. Note that the inverse Fourier transform is well-
defined here because the signal (f, Agpx(-)) is itself a convolution with h,,, and F(hs, ) is

strictly positive as the Fourier transform of a Gaussian is also a Gaussian.
By considering all elements f in an orthonormal basis of Hj 1, we can recover xy_1. The
map z can then be reconstructed trivially by applying operators P, My and Ag on xg 1.
|

C.2 Proof of Lemma 3

Proof In this proof, we drop the bar notation on all quantities for simplicity; there is indeed
no ambiguity since all signals are discrete here. First, we recall that H; contains all linear
functions on Py = H;*,; thus, we may consider in particular functions f;.,(z) = ei/ % (w, 2j)
for j e {1,...,ex}, w € Hi1, and z = (21, 22, ..., 2¢,, ) in P. Then, we may evaluate

Fras s Panlnl) = 3 hilnsk — m)(f w0, MiPray1[m)
meZ

= Z hi[nsg —m)(fjw, ox(Prxr—1[m]))

mEZ

= Z hinsy —m] fjw(Pry-1[m])
meZ

= Z hi[nsi — m)(w, k1 [m + j])
mEZL

= Z h[nsg + j — ml(w, zp-1[m])
meZ
= (hk * <w7 xk%))[nsk + .7]7

where, with an abuse of notation, (w,zj 1) is the real-valued discrete signal such that
(w,xg-1)[n] = (w, xK_1[n]). Since integers of the form (nsy + j) cover all of Z according to
the assumption ey, > sj, we have a full view of the signal (hy * (w, 1)) on Z. We will now
follow the same reasoning as in the proof of Lemma 2 to recover (w, zj 1):

F(hy * (w, xk1>)>
F(hu) ’

(w, 1) = F! <
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where F is the Fourier transform. Since the signals involved there are discrete, their Fourier
transform are periodic with period 27, and we note that F(hy) is strictly positive and
bounded away from zero. The signal xj 1 is then recovered exactly as in the proof of
Lemma 2 by considering for w the elements of an orthonormal basis of Hy_1. |

C.3 Proof of Proposition 4
Proof Define (M PA);.; := MpPpAp_1My_1Py_1Ar_o---M;jP;A;_1. Using the fact that
Akl < 1, || P|| = 1 and M}, is non-expansive, we obtain
H<I>n(LTx) — (I)n(x)” = HAn(MPA)n:QMlpleLT:C — An(MPA)nnglplexH
S HATL(MPA)nngpleLTJ} - An(MPA)nQMlLTplA()J)H
+ |]An(MPA)n2M1LTP1A0x — An(MPA)nQMlplA()ZL'H
< [P Ao, Ly ]| [||]
+ ”An(MPA)nngLTplelL‘ — An(MPA)nngplel'H

Note that M is defined point-wise, and thus commutes with L.
MiL:x(u) = ¢1(Lrz(u)) = p1(z(u — 7(u)) = Myz(u — 7(u)) = LMz (u).

By noticing that ||[M;PApx| < ||z||, we can expand the second term above in the same
way. Repeating this by induction yields

1@ (Lra) = @)l < D NPeAr—1, Lol ]| + | AnLr (M PA)gaz — An(MP Az
k=1

n
< D PeAr-1, Llllz ] + 1A Ly — Anll]l])
k=1

and the result follows by decomposing A, L, = [Ay, L;]| + L; A, and applying the triangle
inequality. |

C.4 Proof of Lemma 5

Proof The proof follows in large parts the methodology introduced by Mallat (2012) in
the analysis of the stability of the scattering transform. More precisely, we will follow in
part the proof of Lemma E.1 of Mallat (2012). The kernel (in the sense of Lemma A.1) of
Ag is ho(z — u) = 0~ %h(2%). Throughout the proof, we will use the following bounds on
the decay of h for simplicity, as in Mallat (2012):?

GO
(14 [uf)d+2

C/
h < __~h
VA <

[h(u)] <

2. Note that a more precise analysis may be obtained by using finer decay bounds.
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which are satisfied for the Gaussian function h thanks to its exponential decay.
We now decompose the commutator

[LeAg, Lz = LeAgLy — Ly LAy = Le(Ag — Ly 'L LeAg L7 ) Ly = LT Ly,
with T := A, — L7 'L, L.A,L-"'. Hence,
I[LeAq, L[l < Ll L-1T]]-

We have ||L.|| = 1 since the translation operator L. preserves the norm. Note that we have

277 < (1 ||V7lloo)? < det(I — V7 (u)) < (14| V7]loe)? < 2, (24)
for all u € Q. Thus, for f € L*(),

1L fII* = /Q |[f(z = 7(2))]Pdz = /Q |f ()| det(I — V()™ du

< (1= [IV7lls)~UFII%,
such that | L, || < (1 — [|V7|leo)"%? < 2%/2. This yields
I[ZeAq, Lol < 2727

Kernel of 7. We now show that T is an integral operator and describe its kernel. Let
¢ = (I —7)7% sothat L7 f(2) = f(£(2)) for any function f in L?($2). We have

AL (2) = [ hale = o) f(E(0))de
= /hg(z —u+7(uw)f(u)det(I — V7(u)),du

using the change of variable v = u — 7(u), giving }g—z‘ = det( — V7(u)). Then note that
LAL Lef(2) = LeLef(z+¢) = Lef(2 +c— 7(2 +¢)) = f(z2 — 7(2 + ¢)). This yields the
following kernel for the operator T"

k(z,u) = ho(z —u) —ho(z — (2 + ¢) —u+ 7(u)) det( — V7(u)). (25)

A similar operator appears in Lemma E.1 of Mallat (2012), whose kernel is identical to (25)
when ¢ = 0.
Like Mallat (2012), we decompose T' = T} + T, with kernels

ki(z,u) = he(z —u) — he (I — V7(u))(z —u))det(I — V7 (u))
ka(z,u) = det(I — V71(u)) (he((I — VT (u)(z —u)) — ho(z —T(2+¢) —u+7(u))).
The kernel k;(z,u) appears in (Mallat, 2012), whereas the kernel k2(z,u) involves a shift ¢

which is not present in (Mallat, 2012). For completeness, we include the proof of the bound
for both operators, even though only dealing with ko requires slightly new developments.
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Bound on ||T1||. We can write ki(z,u) = 0 ~%g(u, (z — u) /o) with

g(u,v) = h(v) — h((I — V7(u))v)det(I — V71 (u))
= (1 —det(I — V7(u)))h((I — V7(u))v)+ h(v) —h((I — V7(u))v).

Using the fundamental theorem of calculus on h, we have
1
h(v) — h((I — V7(u))v) = / (VR((I + (t —1)V71(u))v), VT(u)v)dt.
0
Noticing that
[+ (= D)Vr(u)o] = (1= [[V7lloo)|v] = (1/2)]v],
and that det(I — V7(u))) > (1 — [|V7]loo)? > 1 — d||V7||s0, we bound each term as follows
O
(1 + glv])d+2

Chlv]
(1 + glo)4+2

(1 = det(I = V7(u)h((I = V7(u))v)] < d||V7llo

1
/0 (VA((I+ (t—1)V7(u))v), VT(u)v)dt| < ||VT| oo

We thus have
Chd + C,’l|v\

(1 + 2ol
Using appropriate changes of variables in order to bound [ |ki(z,u)|du and [ |k1(z,u)|dz,
Schur’s test yields

l9(u, V)] < V7]l

IT1] < C1||VT||oo, (26)

with
/ Crd + C}|v|
1= | 7T
o (14 3lv[)d+?

Bound on ||T5||. Let a(z,u) =7(z 4+ ¢) — 7(u) — V7(u)(z — u), and note that we have

|z, u)] < [r(z +¢) = 7(u)| + V7 (u)(z - u)|
< IV7lloolz + ¢ = ul + [[V7loo|2 — ul
< [IVTllo(le] + 2|2 — ul). (27)

The fundamental theorem of calculus yields
1
ka(z,u) = —det(I — V7(u)) / (Vho(z —1(z+¢) —u+7(u) — ta(z,u)), a(z,u))dt.
0

We note that |det(I — V7(u))| < 2%, and Vh,(v) = 079" 'Vh(v/c). Using the change of
variable 2’ = (2 — u) /o, we obtain

/\k‘g(z,u)|dz

)

a(u+ oz, u)

dtdz’.

h (z' N T(u+ 02 +¢) — 7(u) — ta(u+az’,u)>

g
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We can use the upper bound (27), together with our assumption |c| < ko:

+ o7,
olut 0| (s + 212, (28)

g

Separately, we have |Vh(v(2"))| < Cy /(1 + |v(2")|)*2, with

T(u+ 0z +¢) —7(u) — ta(u+ 02’ u)

g

v(2) =2+

For |2/| > 2k, we have

T(u+ 02 +¢)—7(u) — ta(u+ oz’ u)
o

T(u+ 0z +¢) — 7(u)

= ’tVT(u)z' +(1-1)
<t VTl + (1 = )IVT oo (2] + k)

3 3
< iHVTHooV\ < Z'Z/”

and hence, using the reverse triangle inequality, |[v(2")| > |2/| — 3|2/| = %|2’|. This yields the
upper bound
, Cy, if |2/| <2k
|[Vh(v(2")] < cy

T+ IR

29
if || > 2k. (29)

Combining these two bounds, we obtain

/|k:2(z,u)|dz < Col|V T 005

with

K+ 2|2]
Cy =24 / (Ii—|-2]z/|)dz/+/ —d | .
"\Jii<an o>z (L+ §l2/])0+2

Note that the dependence of the first integral on & is of order k4*!. Following the same steps
with the change of variable v’ = (z — u) /o, we obtain the bound [ |ks(z, u)|du < Co||VT| .
Schur’s test then yields

T3] < Gl VT |loo- (30)

We have thus proven

I[ZcAo, Le]l| < 2927 < 27%(C1 + Co) | V7 o
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C.5 Proof of Lemma 9

Proof The Gaussian case is trivial since the Gaussian kernel mapping ¢, +1 maps all points
to the sphere. In the linear case, we have

1@ (2)]* = [|@n (2)||* = || AnMn Porn1 ]

_ / | A My Pt 1 () |2

_ / ( / he (1 — 0) My, Py 1 (0)d, / h (1 — o) My Py 1 (v/)d0' Y

_ / / / i, (1 = ), (1 = ) (o (Pat 1 (0))s 9 (Pt 1 (o)) dvd! du
> / / / i, (= ), (= V)Pt 1 (0), Pt 1 (o)) oo/ da

— [ MAuPazn sl = [ An oz |

where the inequality follows from (@, (2), pn(2')) = Kn(z,2") > (2,2’) (see Lemma 1). Using
Fubini’s theorem and the fact that A, commutes with translations, we have

||Anpnxn71H2 :/ HAnvanfl”Qan(”)

n

= [ 1ot P o)

n

- / | Ani1|2don (v)

n

= HAnanHQ’
where we used the fact that translations L, preserve the norm. Note that we have
Apxn1 = AnAn My 1 Pyxn—o = An,nfanflpnflxn—Qa

where A,, ,,-1 is an integral operator with positive kernel h,, * hs, ;. Repeating the above
relation then yields

H‘I’(%)Hz > HAnmnlez > HAnAnflxn—IH2 > 2> AgAna ..onHQ,

and the result follows. [ |

C.6 Proof of Lemma 10

Proof By our assumptions on ¢,41 and on the operators Ay, My, P, we have that & is
non-expansive, so that
O(z) — O(2
wp L0 = 2]

<,
z,2'€L?(Q,Ho) ||:C -z ||
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It then suffices to show that one can find z,2’ such that the norm ratio w is

arbitrarily close to 1. In particular, we begin by showing that for any signal x # 0 we have

L 120w) 0@ _ 4.3

> , (31)
N P ]

where A, is the pooling operator with scale ¢ = (62 + 02 | + ...+ 07)"/2, and the result
will follow by considering appropriate signals x that make this lower bound arbitrarily close
to 1.

Note that by homogeneity of the kernels maps oy, (which follows from the homogeneity
of kernels K}), and by linearity of the operators Ay and Py, we have &, (Az) = A\®,(x) for
any A > 0. Taking A > 0, we have

[Pn(Az) = @n(2)]| = (A = D[[@n(2)] = (A = Dl|AnAn1 ... Aoz| = (A = D[l Asz],

adapting Lemma 9 to the representation ®,,. Thus,

i 12200) = @4(@)] [ Aoe]
T e —al ]

When ¢y, 41 is linear, we immediately obtain (31) since ||®(A\x) —®(z)|| = || Prn(Ax) — Dy (2)]].
For the Gaussian case, we have

[®(\z) — B(z)|% = 2 — 2e 2lI1PnA0)=@n(@)]?
— 9 _ 9~ 3(A-1?[[en(@)]?
= (A= 12 @u(@)[2 + o(A — 1))
= ||®n(Az) — B, (x)]|? + o((A — 1)2),

which yields (31).

By considering a Gaussian signal with scale 7 > o, we can make H‘ﬁ;ﬁ” arbitrarily close

to 1 by taking an arbitrarily large 7. It follows that

up fi 1202) — 2(2)]

=1
z Aol Az — || ’

which yields the result. |
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C.7 Proof of Lemma 11
Proof We have

Pr((u,m) = (v € S z((u,n)(v,0)))
= (v €S 2((ut Ryv,n)))
= (v € RyS > z((u+v,n)))

where the last equality uses the circular symmetry of a Gaussian around the origin. For a dif-
feomorphism 7, we denote by L, the action operator given by L,x((u,n)) = z((7(u),0) 1 (u,n)) =
z((u — 7(u),n)). If we denote z(-,n) the L?(Q) signal obtained from a signal z € L?(G) at

a fixed angle, we have shown

where ]5,7,121, L, are defined on L?(Q) as in Section 2, with a rotated patch Rng for 15,7.
Then, we have, for a signal x € L?(G),

IPALeleeiey = [ 10PA,Lelz) ) oy
= [ WP ALl ) e )
< [UBA L Pt )3 e )

< (sup P LI Iy

so that [|[[PA, L][| 12(q) < sup, I[P, A, I~/T]||%2(Q). Note that we have sup, . p & |c| = sup g |c| <

Ko, since rotations preserve the norm, so that we can bound each ||[P,A4, L,]|| as in Sec-
tion 3.1 to obtain the desired result. Similarly, |L,A— A||l can be bounded as in Section 3.1.
|
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C.8 Proof of Theorem 12

Proof First, note that A. can be written as an integral operator

Aw@%j/ﬂwmﬂﬂw@mﬂwﬂwm%

with k(u, (v,1)) = 0,(v), where ¢ denotes the Dirac delta function. We have

du(
/|k: (v,m)|dp((v,n)) /|k‘ (v,m))|du = 1.

By Schur’s test, we thus obtain ||A.|| < 1. Then, note that (7(u),8) = (0,0)(R_g7(u),0),
so that L(;g) = L(o,9)Lr,, Where we write 79(u) = R_g7(u). Additionally, it is easy to see
that AcLgg) = Ac. We have
”Ac(I)n(L(T,e)x) — APy (z)| = ||Ac(I)n(L(0,9)LT9m) — AcDy(2)||
= [[AcL(0,0)®n(Lryx) — AcPp ()]
= [|[Ac®n(Lryz) — AcPp ()|
<[P (Lryx) — P ()],
using the fact that the representation ®,, is equivariant to roto-translations by construction.

We conclude by using Lemma 11 together with an adapted version of Proposition 4, and
by noticing that ||[V7p|lec = ||VT]leo and [|7g]/cc = ||7]]co- [ |

Appendix D. Proofs Related to the Construction of CNNs in the RKHS
D.1 Proof of Lemma 13

Proof Here, we drop all indices k since there is no ambiguity. We will now characterize
the functional space H by following the same strategy as Zhang et al. (2016, 2017b) for
the non-homogeneous Gaussian and inverse polynomial kernels on Euclidean spaces. Using
the Maclaurin expansion of k, we can define the following explicit feature map for the
dot-product kernel Kq,(z, 2') := k((z,2')), for any z in the unit-ball of P:

Yap (2 <\f,\/»z Vbor ® 2,/b32@ 2@ 7, .. >
:<\/sz®j>jeN

where 2%/ denotes the tensor product of order J of the vector z. Technically, the ex-
plicit mapping lives in the Hilbert space 69 _o ® P, where @ denotes the direct sum of

(32)

Hilbert spaces, and with the abuse of notatlon that ®"P is simply R. Then, we have that
Kap(z,2') = (¥(2),¢(2')) for all 2,2’ in the unit ball of P. Similarly, we can construct an
explicit feature map for the homogeneous dot-product kernels (2):

duan(z) = (Vollzll vorz, Vbl 7z @ 2, Vbsllzl| Pz @ 2 ® 2, )
= (Vosllel =)

]GN.

(33)
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From these mappings, we may now conclude the proof by following the same strategy
as Zhang et al. (2016, 2017b). By first considering the restriction of K to unit-norm vec-
tors z,

+o0
)= aj(w,z) Za w287y = (w,(2)),
j=0

where
w = 4 w® .
\/b; A
JjEN
Then, the norm of w is
2 ~ 12 ~ 2j 2 2
lo]> =" bfj,llw@\l =Y b*],HUJH 7= C5([[w]”) < 4o0.
j=0 "7 j=0 7

Using Theorem A.1, we conclude that f is in the RKHS of K, with norm || f|| < C,(|jw|?).
Finally, we extend the result to non unit-norm vectors z with similar calculations and we
obtain the desired result. |

D.2 CNN construction and RKHS norm

In this section, we describe the space of functions (RKHS) Hi, associated to the ker-
nel K, (zo,z() = (xn,x)) defined in (7), where z,, a], are the final representations given
by Eq. (5), in particular showing it contains the set of CNNs with activations described in
Section 4.1.

D.2.1 CONSTRUCTION OF A CNN IN THE RKHS.

Let us consider the definition of the CNN presented in Section 4. We will show that it
can be seen as a point in the RKHS of &,,. According to Lemma 13, we consider Hy, that
contains all functions of the form 2 € Py — ||z|loc((w, 2)/]|z]]), with w € P.

We recall the intermediate quantities introduced in Section 4. That is, we define the
initial quantities fi € H1,g} € Py for i = 1,...,p; such that

gt =wi € L*(S1,R™) = L*(S1,Ho) = P:
fiz) = llo (gl 2)/N1=ll)  for z € Py,
and we recursively define, from layer k-1, the quantities f,f: € Hg, g,iC ePpfori=1,...,pk:

Pr-1

Zw 7 where wh(v) = (W (v)) =1, s

filz) = \lleU((gk, 2)/llzl)  for z € Py

Then, we will show that z}(u) = fi.(Pexr_1(v)) = (fi, Mg Pyxy_1(u)), which correspond
to feature maps at layer k£ and index ¢ in a CNN. Indeed, this is easy to see for k = 1 by
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construction with filters wt (v), and for k > 2, we have

2 (w) = g (uw)o ((wi,, Prezg1 () /n(w))
= ng(u)o (<w1i€, PpAg 12 1(u))/ng(u)

Pk-1

Z/S w (0) Ag 13, (u+ v)dvg(v)

1 Pk-1
= ny Z/ V(fL Apa M1 Proazga(u + v))dug(v)

:nk(u)O’ (anU)/g < ( ) Ak 1Mk,1Pk,1:Uk 2(u+v)>dyk( )>
—nw)a (=t [ bt o))
=)o (s 0h(0), Prse ) )
= fi(Prai-(w)),
where ng(u) := || Pyxr-1(u)|. Note that we have used many times the fact that Ay operates

on each channel independently when applied to a finite-dimensional map.
The final prediction function is of the form f,(xg) = (wpy1, 2n) With wy 1 in L2(Q, RP).
Then, we can define the following function g, in L?(2, H,,) such that

an+1 fnv

which yields

Pn
ga’xn :Z/ n+1 fn7$n<u)>du

:Z/ﬂ n+1( )<fn7A M, Pyx,— 1( )>d

1

-y /Q W (4) An3E (u)du

1

P
= / w) 1 (w)zd (u)du
j=179

n

S

( Whi1y % n> fa(ffO)

[
Il
—

which corresponds to a linear layer after pooling. Since the RKHS of K, in the linear
case (7) contains all functions of the form f(z¢) = (g, z), for g in L?(Q2,H,,), we have that
f> is in the RKHS.

42



INVARIANCE, STABILITY, AND COMPLEXITY OF DEEP CONVOLUTIONAL REPRESENTATIONS

D.2.2 PROOF OF PROPOSITION 15

Proof Asshown in Lemma 13, the RKHS norm of a function f : z € Py, — ||z]jc((w, 2)/]|2]|)
in Hy, is bounded by C,(||w||?), where C, depends on the activation o. We then have

I£i1? < CZ(lwill3)  where ||w§||§=/s lwi (v) |2 dv (v)
1

17217 < C3llgill?)
Pk-1

gLl = / IS wl ) P (w)
At

Pk-1
3 7] 2d 7 2
<o Z ( /S Ju (o) mv)) 1

Pk-1

=pe1 Y lw?IBILFL 1P
j=1

where in the last inequality we use |la; + ... + an||?> < n(|la1]|®> + ... + ||an]|?). Since
C2 is monotonically increasing (typically exponentially in its argument), we have for k =
1,...,n — 1 the recursive relation

Pr—1

AP < G2 { o D N 131,01

Jj=1

The norm of the final prediction function f € L?(€2,H,) is bounded as follows, using similar
arguments as well as Theorem A.1:

Pn
Vol < gl < 3 ( / |wa+1<u>|2du> T
j=1

This yields the desired result. |

D.2.3 PROOF OF PROPOSITION 16
Proof Define

Fk: (f,%,, ]fk) E’sz
G = (g,};,...,gi’“) € Ppk
Wi (u) = (wzj(u))w € RPF*PE1 for u € Sy,
We will write, by abuse of notation, Gi(u) = (gi(u),...,gv*(u)) for u € Sk, so that we
can write G(u) = Wi (u)Fi_1. In particular, we have ||Gy(u)| < ||[Wg(u)||2]|Fk-1]]. This

can be seen by considering an orthonormal basis B of Hy, and defining real-valued vectors
EY = ((w, fl), ..., (w, ff%)), G¥(u) = (w, gj.(w)), ..., (w,gt*(u))) for w € B. Indeed, we
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have G (u) = Wi (u)F}, and hence |G} (u)|| < [|[Wi(uw)|2||F,|| for all w € B, and we
conclude using

Gk = Y IGE @I < IWi(w)lI3 Y I1E 17 = [Wa(u)l3 1| Fxr ]

weB weB

Then, we have

CUEIIEDY / gk () 2 (u /er )P dv(u)
< /S Wil 1| Foa [P () = IWilZ | Fiea 2
k

Separately, we notice that C2 is super-additive, i.e.,
C2N2 4+ .+ X)) > C2(0\D) +... + C2(N2).

Indeed, this follows from the definition of C2, noting that polynomials with non-negative
coefficients are super-additive on non-negative numbers. Thus, we have

p1 P1
1E 2 =D 1A < D Callwt]®) < Co(Iwll)
i=1 i=1

Pk
1El® < D Colgil?) < CRUIGKIP),  fork=2,....n
=1

Finally, note that

g (u)|* < Z\wnﬂ WAL < lwnea (@) P Fa?,

by using Cauchy-Schwarz, so that ||gs > < ||wnt1]/?||Fu|/?>. Thus, combining the previous
relations yields

1Foll* < Hlgoll* < llwnsi ] CZUAWallz CUWa-1l3 - .. CZUWAIIE) - ),

which is the desired result. |
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