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The adaptive vibrational configuration interaction algorithm has been introduced as a new method to
efficiently reduce the dimension of the set of basis functions used in a vibrational configuration inter-
action process. It is based on the construction of nested bases for the discretization of the Hamiltonian
operator according to a theoretical criterion that ensures the convergence of the method. In the present
work, the Hamiltonian is written as a sum of products of operators. The purpose of this paper is to study
the properties and outline the performance details of the main steps of the algorithm. New parameters
have been incorporated to increase flexibility, and their influence has been thoroughly investigated.
The robustness and reliability of the method are demonstrated for the computation of the vibrational
spectrum up to 3000 cm�1 of a widely studied 6-atom molecule (acetonitrile). Our results are com-
pared to the most accurate up to date computation; we also give a new reference calculation for future
work on this system. The algorithm has also been applied to a more challenging 7-atom molecule
(ethylene oxide). The computed spectrum up to 3200 cm�1 is the most accurate computation that
exists today on such systems. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4984266]

I. INTRODUCTION

The computation of vibrational properties of a polyatomic
molecule usually requires solving the time-independent
Schrödinger equation, under the Born-Oppenheimer approxi-
mation. Within this framework, the vibrational energy levels
are solutions of an eigenvalue problem, where the Hamiltonian
of the system is discretized in a finite dimensional sub-space
of the Hilbert space associated with the system. The varia-
tional1–8 principle states that the larger the subspace is, the
more accurate are the eigenpairs.

Several methods can be used for this discretization. The
Hamiltonian and the wave functions can be expanded using
finite basis representation (FBR)3,9–17 or sampled on some grid
of points in the discrete variable representation (DVR).18 An
alternative approach is the phase space representation. It uses
Gaussian functions localized in phase space (von Neumann
basis set).19–21

The simplest representation uses the harmonic oscillator
direct product basis set since they are the exact wavefunc-
tions of the harmonic Hamiltonian. Each function is a product
of one-dimensional Hermite polynomials. However, the direct
product structure of the basis set makes it unusable for molec-
ular systems of dimension D > 9, with D = 3N � 6 and N
is the number of atoms, due to the exponential growth with D
(“curse of dimensionality”) of the memory storage cost.18,22,23

Some recent works try to overcome this limitation by find-
ing the smallest basis size to be able to deal with larger systems.
There are two common strategies for selecting a subset of a

a)Electronic mail: marc.odunlami@univ-pau.fr

direct product basis.24–30 In the first strategy, a pruning condi-
tion is used to remove basis functions,7,13,16,17,20 while in the
second strategy we begin with a small basis and we enlarge it
by adding functions that satisfy some conditions.10,17,19,31–37

The first strategy is based on a correlated truncation
scheme, imposing the pruning condition,

D∑
i=1

αini ≤ b, (1)

where the ni is the maximal degree of the Hermite polynomial
related to the coordinate qi and b is the convergence param-
eter. Several choices are possible for αi depending on how
we manage the harmonic frequency of each normal mode.
The simplest approach considers αi = 1 (called polyad20,38–40

or binomial37 truncation) and then retains all polynomials of
total degree lower than b. Therefore, we consider the same
discretization in all directions and if the harmonic frequen-
cies cover a large range, this could lead us to select useless
vibrational states with high energy and to omit relevant states
with lower energy. By using an energy criterion we take into
account this difference in the pruning space. Two criteria are
classically used: αi = ωi (Ref. 20), where ωi is the harmonic
frequency for the coordinate qi, αi =

⌊
ωi
ωmin

+ 0.5
⌋

(Ref. 17) or

αi =

⌊√
ωi
ωmin

+ 0.5
⌋

(Refs. 17 and 20), where ωmin is the low-

est harmonic frequency. It is also possible to impose a more
general condition,14–17,41

D∑
i=1

gi(ni) ≤ b. (2)

While this condition leads to smaller basis sets than the previ-
ous one, the choice of suitable gi(ni) functions is difficult, and
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strongly depends on the studied molecular system. Depending
on the energy range considered, these choices lead to different
convergence properties when the parameter b is increased.20

However it is difficult to choose b to reach a given accuracy
on the eigenvalues.

In the second approach, we start with a small basis and
we iteratively add functions to expand the basis until we get
accurate enough eigenpairs. This requires defining for each
iteration an admissible set of functions (neighbors), a method
to choose which functions to add, and a convergence crite-
rion. The functions are selected from the full direct product
space.10,17,37 These neighbors are defined differently depend-
ing on the authors. For example, it is possible to evaluate the
contribution of each function to the energy at the second order
perturbational level10,42,43 and only select the most signifi-
cant ones. An alternative idea is to define the most relevant
functions of the basis according to a criterion based on the
eigenvectors,17,19 and then to select their neighbors by adding
one to each component of multi-indices.

Concerning the convergence criterion, it is generally
based on the differences between the eigenvalues for different
values of b in the first approach or between consecutive iter-
ations to stop the basis growth in an iterative process. These
two choices seem misleading since small differences between
eigenvalues do not ensure that the algorithm has converged
(see, for example, several “plateaus” in the convergence curves
of Ref. 17, Figs. 4 and 5).

The Adaptative Vibrational Configuration Interaction
(A-VCI) algorithm37 has been recently introduced as a more
efficient way to select relevant Hermite functions without any
limit on their degree, given an energy range of interest. The
potential energy operator [Potential Energy Surface (PES)] is
used to build the image space of a given set of functions at each
iteration. This iterative approach constructs nested subspaces
using a result of perturbation theory for linear operators44,45

to define an a posteriori error estimator. This estimator acts as
a condition to build the active space of the configuration inter-
action process by selecting the most relevant basis elements as
well as a trustworthy convergence criterion on both the eigen-
values and the eigenvectors. The A-VCI algorithm is then a
robust and general procedure to compute spectra in the case
of sum of product bases and operators without any a priori
chemical and physical information and without defining any
arbitrary criterion.

The aim of this paper is to detail the different numerical
tools of the A-VCI algorithm. We establish new growth strate-
gies resulting in smaller final basis sets to calculate spectra
of molecules with 6 and 7 atoms. The article is organized as
follows: in Sec. II we recall the key tools used in the A-VCI
algorithm first introduced in the work of Garnier et al.37 for
the sake of self-containedness. Section III starts by presenting
the algorithm and by explaining how the matrices are built and
updated. Then, new families of basis augmentation techniques,
called component-wise (CW) and collective component-wise
(CCW) strategies, are introduced and lead to a significant CPU
and memory cost reduction of the algorithm. In Sec. IV, we
illustrate the good convergence properties of the A-VCI algo-
rithm on two medium sized molecules: CH3CN and C2H4O.
Our results are compared to the best results known on these

molecules. Results reported in the supplementary material are
also compared to the best computations that can be obtained
using the A-VCI algorithm.

II. NOTATIONS AND GENERAL OVERVIEW

Let introduce the vibrational HamiltonianH for a N-atom
molecular system,

H(q) = H0(q) +V(q) =
D∑

i=1

ωi

2
*
,
−
∂2

∂q2
i

+ q2
i

+
-
+

S∑
‖s‖1=3

K s

D∏
i=1

qsi
i ,

(3)
where H0 is the harmonic Hamiltonian operator, V is the
anharmonic part of the Potential Energy Surface (PES) as
a Taylor expansion, S is the maximal degree of the PES,
D = 3N � 6 is the number of vibrational degrees of freedom
of the considered system, q = (q1, q2, . . . , qD) are the normal
dimensionless coordinates, and ‖s‖1 is the sum of all compo-
nents of the multi-index s. Each harmonic frequency ωi and
polynomial degree si are associated with the qi coordinate.
Moreover, we assume that the PES writes as a sum of products
of unidimensional operators.

The solution of the vibrational Schrödinger eigenvalue
problem requires the discretization of the Hamiltonian oper-
ator H in a suitable orthonormal basis set. V can be seen as
a perturbation of the Hermitian operator H0. Consequently a
natural choice is to search the eigenpairs of H in the space Πd
spanned by the eigenvectors of H0 analytically defined by

φ0
n(q) =

D∏
i=1

ψni (qi), for all n = (n1, . . . , nD), (4)

where the quantum number ni corresponds toωi and ψni is the
1-D normalized Hermite function of degree ni. The discretiza-
tion spaceΠd is a direct-product space of size M and is defined
by

Πd =


φ0

n /n ∈
D∏

i=1

[0, di]



, (5)

where d = (d1, . . . , dD) and di is the maximal degree of the
Hermite function with respect to the qi coordinate.

The discretized Hamiltonian H in Πd is represented by a
M ×M matrix, in which each element (i, j) has the form,

Hi,j = 〈φ
0
i |Hφ

0
j〉 , (6)

where the row i (respectively, the column j) of the matrix cor-
responds to the index of basis function φ0

i (respectively, φ0
j ) in

Πd.
Let B be a subset of Πd; we define H(B) its image space

by the operator H, which is spanned by all harmonic functions
φ0

n such that 〈φ0
n |Hφ〉 , 0 for all φ in B. As H0 is diagonal

in the basis of the 1-D Hermite function products, the image
space can be decomposed as the direct sum of two orthogonal
spaces,

H(B) = B ⊕ BR. (7)

Let m (respectively, mR) be the number of elements in
B (respectively, BR), we denote by H̃ the Hamiltonian
matrix of operator H in space H(B). Thanks to the
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above space decomposition, this matrix is decomposed as
follows:

H̃ =
*....
,

H HT
R

HR HC

+////
-

, (8)

where H = BTHB is a (m × m) Rayleigh matrix that approx-
imates the Hamiltonian operator H in the orthonormal basis
B, HR = BT

RHB is a (mR × m) matrix, and HC = BT
RHBR is a

(mR × mR) matrix.
As B is strictly included into H(B) when we search eigen-

values of H, we have to evaluate the error due to the projection
in B. In other words, we want to measure the distance between
the eigenvalues of H and the eigenvalues of H̃. To this end, we
introduce an a posteriori error estimator based on the Bauer-
Fike theorem.44,45 This theorem is a classical tool in spectral
perturbation theory to localize eigenvalues and indicates that
if ∆H is a symmetric perturbation of a symmetric matrix H
then for any eigenpairs (Ẽ, X̃) of H + ∆H with ‖X̃‖ = 1, there
is an eigenvalue E of H such that

|Ẽ − E | ≤ ‖∆HX̃‖ ≤ ‖∆H ‖F , (9)

where ‖.‖ is the usual Euclidian norm and ‖.‖F is the Frobenius
norm.

Thanks to the matrix decomposition (8), the matrix H̃ can
be written as

H̃ = H + ∆H =
*....
,

H 0

0 0

+////
-

+
*....
,

0 HT
R

HR HC

+////
-

, (10)

and it can be viewed as a perturbation of the matrix H which
is an extension of the matrix H in the image space of B. Let
(E, X) be an eigenpair of H and X = (X, 0mR )T its extended
eigenvector in H(B). Then, the residual vector R = H̃X − EX
satisfies

R = H̃X − EX = H X − EX + ∆HX = ∆HX = (0m, HRX)T .
(11)

By using (9) and (11), we obtain the a posteriori error
estimator,

|Ẽ − E | ≤ ‖R‖ = ‖HRX‖. (12)

The distance between E and the target eigenvalue Ẽ of
H̃ is bounded by ‖R‖. More precisely, the above inequal-
ity shows that if E is an eigenvalue of the matrix H and
‖R‖ ≤ ε, then E is also a good approximation of an eigen-
value Ẽ of the matrix H̃ in the space H(B), which is a larger
space.

Section III presents in a detailed fashion how this criterion
can be used to control the behavior of the A-VCI algorithm,
and provides more information on how it is implemented.

III. THE A-VCI ALGORITHM

The A-VCI algorithm introduced in the work of Garnier
et al.37 is an iterative procedure that computes both a minimal
basis set in the discretized Πd space and the eigenpairs of the
vibrational Hamiltonian discretized in this basis.

The main components of such an iterative procedure are a
discretization space and a starting space, a method to enlarge
the current basis of the active space and finally, a robust
criterion to assess the convergence.

In this section, we briefly recall the main steps of the
A-VCI algorithm, and then we describe these different ele-
ments and how we efficiently use them in the algorithm.

A. Algorithm

Algorithm 1 describes the full A-VCI process to com-
pute both the first F eigenpairs of the Hamiltonian in the
discretized space Πd and the final basis set adjusted to the
required accuracy.

After selecting an approximation spaceΠd, an initial basis
B(0) belonging to this space must be explicitly defined (line 1).
We then construct the sparse structure of the matrices H (0)

and H (0)
R , that is to say only the indices of the rows and the

columns of non-zero elements (line 2). During this step, we
also build the basis of admissible nodes B(0)

R , which is needed

for the sparse structure of the matrix H (0)
R . The iterative proce-

dure begins by calculating the coefficients of the Hamiltonian
matrix (line 3), and then the first F eigenpairs (line 4) are

Algorithm 1. Adaptive vibrational configuration interaction (A-VCI) algorithm.

Result: The first F eigenpairs of the discretized Hamiltonian and the corresponding
minimal basis

begin
1 Define the initial orthonormal basis B(0)

2 Build the sparse structure of the matrices H(0) = B(0)T HB(0) and H(0)
R = B(0)T

R HB(0)

// Start the iterations
for j ≥ 0 do

3 Build the coefficients of the sparse Rayleigh matrix H(j) = B(j)T HB(j)

4 Compute the first F eigenpairs of H(j ) denoted
(
E(j)
`

, X(j)
`

)F−1
`=0

5 Build the coefficients of the matrix H(j)
R = B(j)T

R HB(j)

6 Check the convergence
Exit if the algorithm has converged

7 Expand B(j ) with a selected orthonormal subset A(j ) of B(j)
R : B(j+1) = B(j) ⊕ A(j)

8 Build the sparse structure of the matrices H(j+1) and H(j+1)
R
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computed by an iterative eigensolver. To check the conver-
gence of the algorithm (line 6), we evaluate for all eigenpairs
(E(j)
`

, X(j)
`

) the scaled residual norms ‖r(j)
`
‖ = ‖H (j)

R X(j)
`
‖/E(j)

`
.

If the maximal value of these norms is lower than the tar-
get threshold ε, the method has converged. This evaluation
requires to compute all coefficients of the rectangle matrix
H (j)

R (line 5). If the convergence is not reached, we build the

new active space by adding directions selected in B(j)
R to the

B(j) basis (line 7). Finally, we update the sparse structure of the
two matrices, thanks to the new basis elements we add (line
8). According to (12) at the convergence of the algorithm, the
eigenpairs computed are also the eigenpairs of the Hamiltonian
discretized in B(j) ∪ B(j)

R and not only in B(j).
The main parts of the algorithm are presented in Sub-

sections III B–III D. First, we describe how to define the
approximation space we work in. Then we explain how we
build and update the sparse structure of H (j) and H (j)

R . Finally,
the last part of this section focuses on how the new directions
we add to B(j) are selected.

B. Approximation space definition

In order to compute the eigenvalues of the Hamiltonian
operator (3), we first define the approximation space in which
the operator will be discretized.

We consider the product spaceΠd defined in (5). The max-
imal degree of Hermite di in each direction i can be determined
in different ways. The first idea is to set a constant value Nmax

in each dimension. In this case each direction is discretized by
the same number of functions without taking into account har-
monic frequencies. Thus, for small harmonic frequencies the
highest state has a lower energy than for large ones. To over-
come this problem, we propose a second approach based on an
energetic criterion to reach the same 1-D harmonic energy in
each direction. Let Emax be a given maximal energy above the
ground state for the 1-D Hermite functions. Then the maximal
degree in the direction i is

di = 1 +

⌊
Emax

ωi

⌋
. (13)

This last constraint decreases drastically the number of
elements in the approximation space. We can reduce its size
even more by introducing a pruning condition. Many pruning
conditions exist (see Refs. 13, 16, 17, and 20). Let Pb be the
pruning space in Πd defined by

Pb = {φ
0
n ∈ Π d such that g(n) ≤ b}. (14)

Usual pruning functions, write g(n) =
D∑

i=1
αini but they can

be more complex such as vectorial or non-linear conditions.
Typically αi = 1 corresponds to the binomial pruning, denoted
BP(b), and αi = ωi is the energetic pruning.

C. Matrix operations

The algorithm is based on the following operations on
matrices: the construction and update of their structure, and the
calculation of their coefficients. In this subsection we describe
these three steps.

1. Sparse structure definition

Before describing the different steps of the matrix build-
ing algorithm, we recall some definitions on sparse matrices.
Due to the choice of the basis elements, the discretized Hamil-
tonian operator is a sparse matrix. Therefore we only store
non-zero elements of H and HR to optimize the storage. We
define by sparse structure the indices (row, column) of the
non-zero elements.

The structure of the sparse symmetric matrix H is repre-
sented by its graph G(V , E), characterized by a set of nodes V
and their connecting edges E. A node of V stands for a row or a
column of H (i.e., an element of the basis B). There is an edge
between two nodes (i, j) ∈ V × V if and only if the coefficient
H i,j is not zero.

We denote by GHR (W , V , ER) the bipartite graph of the
rectangular matrix HR. The node sets W and V represent the
rows and columns of HR, respectively, and are connected by
the set of edges ER. The condition (HR)i,j , 0 defines an
edge between i ∈ W and j ∈ V , and GHR (W , V , ER) gives
the structure of HR.

Thanks to their graphs, we store the matrices H and HR

in the Compressed Sparse Row (CSR) format.

2. Sparse structure construction

Starting from the basis B(0), the second step of our algo-
rithm (line 2) is to construct the sparse structures of the matri-
ces H and HR. As the matrix H is symmetric, we only consider
its lower triangular part. Moreover, this step also constructs
the set of the admissible nodes B(0)

R associated with the initial
basis B(0). This means that for each element n = (n1, . . . , nD)
of B(0) we should determine all nodes m in Πd connected
to it through the anharmonic part of the PES operator. As
the PES is a sum of products of monomials, we proceed as
follows.

First, let C(n, s) = {m such that 〈Φn(q)|qsΦm(q)〉 , 0}
be introduced as the set of all nodes connected to n through
the monomial qs, with s = (s1, . . . , sD). Since the basis
functions are products of 1-D functions, we only have to
check whether the 1-D integral 〈φni (q)|qsiφmi (q)〉 vanishes
or not for all i = 1, . . . , D. For 1-D Hermite functions,
these integrals have analytic expressions (see Proposition
2 in the Appendix), and due to the approximation space,
we only keep indices lower than di. To construct all multi-
indices connected to n = (n1, . . . , nD) with a monomial of
the PES, we calculate for each dimension all the integers
connected to ni by using Proposition 1 of the Appendix.
The selected multi-indices are reconstructed and sorted by
their key. The key of a node n = (n1, . . . , nD) is defined
by

key(n) = n1 + n2(d1 + 1) + · · · + nD(d1 + 1) . . . (dD−1 + 1),

where di is the maximal Hermite degree in each direction. If
needed, a pruning condition can be applied before building
the key to decrease the number of connected nodes. It is easy
to see that the number of elements in C(n, s) is bounded by
D (‖s‖∞+1), where ‖s‖∞ = maxi=1,...,Dsi and the cost to obtain
them is O(D‖s‖∞ ln(D‖s‖∞)).
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Finally, the set of all nodes connected to n is obtained by
iterating on all monomial elements qs of the PES,

C(n) =
⋃

s∈Deg(PES)

C(n, s), (15)

where Deg(PES) is the set of the monomial degrees s in the PES
such that ‖s‖1 ≥ 3. The total number of nodes connected to n
is bounded by D (S + 1) NPES, where S is the maximal degree
of the PES and NPES is the number of anharmonic terms in the
PES. This number is also the bound of all non-zero elements on
the row associated with the node n of the Hamiltonian matrix
in the full space Πd. The complexity of this step is bounded
by O(DS ln(DS) NPES).

Thanks to the space decomposition (7), the set of all nodes
connected to n at the beginning of the iterative process splits
into two sets as follows:

C(n) = E(n) ⊕ ER(n),

where E(n) contains the nodes inside B(0) and ER(n) the nodes
outside B(0) sorted by their key. Since the elements of ER(n)
belongs to the basis set of admissible nodes B(0)

R , we have

B(0)
R =

⋃
n∈B(0)

ER(n). (16)

As the nodes of ER(n) are already sorted by their key, the
construction of B(0)

R is just a merge of several arrays. The cost
is linear with respect to the maximal length of these arrays.

In this approach, the sparse structure built on the partition
space B(0)×B(0)

R corresponds to the sparse structure of the trans-
posed of HR. Therefore, the last step consists in transposing
this structure to get the final pattern of H (0)

R = B(0)THB(0)
R .

3. Sparse structure update

Starting at iteration j from a set of nodes A(j) selected
in B(j)

R , the purpose is to build the new sparse structure

G(B(j+1), E(j+1)) [respectively, GHR (B(j+1)
R , B(j+1), E(j+1)

R )] of the

matrix H (j+1) (respectively, H (j+1)
R ) without reconstructing

them from scratch. To do that, we only compute the struc-
ture for the new nodes and merge it with the one built at the
previous iteration. We proceed in three steps:

Step 1 Add nodes of A(j) in B(j) to obtain the new basis set
B(j+1) = B(j) ∪ A(j). Fill E(j+1) with the old sparse
structure E(j) and fill ER(j+1) with the old structure
ER(j) without the nodes in A(j).

Step 2 For all elements a in A(j), we compute the set of
nodes connected with a defined by C(a) = E(a) ⊕
ER(a), where E(a) are the nodes in B(j+1) and ER(a)
are the nodes outside B(j+1). We complete the struc-
ture E(j+1) with

⋃
a∈A(j)

E(a) and the new set of admis-

sible nodes is B(j+1)
R = (B(j)

R \ A(j)) ∪ ER(A(j)), with
ER(A(j)) =

⋃
a∈A(j)

ER(a).

Step 3 Finally, we transpose ER(A(j)) and add it to ER(j+1)

to obtain the final sparse structure of H (j+1)
R .

The most expensive part of this update is step 2 which can
easily be parallelized.

4. Matrix coefficient evaluation

Let consider two basis functions Φn and Φm, the matrix
element 〈Φn(q)|HΦn(q)〉 is

〈Φn(q)|HΦm(q)〉 =
D∑

i=1

ωi

(
1
2

+ ni

)
δn,m

+
S∑

‖s‖1=3

K s

D∏
i=1

〈φni (qi)|q
si
i φmi (qi)〉 .

Due to the properties of Hermite functions and the PES
in sum of products form, each 1-D integral M(s, n, m)
= 〈φn(x)|xsφm(x)〉 has an analytic expression (see the
Appendix). They are pre-computed once and stored in the
tensor moment M. Then, the matrix coefficients are given
by

〈Φn(q)|HΦm(q)〉 =
D∑

i=1

ωi

(
1
2

+ ni

)
δn,m

+
S∑

‖s‖1=3

K s

D∏
i=1

M(si, ni, mi).

It is clear that the complexity to build one matrix element
is O(D NPES) and then the total complexity to build the Hamil-
tonian matrix is O(D NPES ZH ) and O(D NPES ZHR ) for HR. ZH

and ZHR are the number of non-zero elements of the matrices
H and HR, respectively. However, this construction is highly
parallel and its cost is negligible compared to the construction
of the sparse structure of the matrix.

D. Basis expansion strategies

The cost of A-VCI is mainly related to the total matrix
operation complexity, which depends on the size of the basis
involved in this adaptive algorithm. The number of elements
in B(j) and B(j)

R at iteration j and the number of nodes con-
nected to them increase with the dimension D, the number of
terms of the PES and the required precision. Therefore, the
node selection strategy to expand the active space is crucial in
terms of accuracy and performance. The fewer the functions
we add at each iteration, the smaller will be the final basis and
the related memory footprint. However the number of itera-
tions can increase, and this can penalize the computational
time to reach the convergence. There is a trade-off between the
memory requirement and the convergence speed of the algo-
rithm. Moreover, developing an automatic process to select
such nodes is important for the efficiency of the algorithm. In
this section we discuss different approaches to enlarge the A-
VCI basis (line 7 in Algorithm 1) with respect to the previous
constraints.

We remind that the convergence of A-VCI is checked
by comparing the norms of the scaled residual vectors with
a given threshold denoted ε. Let K (j) = {` ∈ {0, . . . , F − 1}
such that ‖r(j)

`
‖ > ε} be the list of the k(j) non-converged scaled

residues at iteration j. In all cases the expansion strategies
will be based on the elements of K (j). Consider a vector v of
size mR; we denote by Mη(v) = {i such that |vi | > η} the
space of admissible components of size mη , and we define the
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generalized average of v with respect to this space by

mean(v, p, η) := p

√√
1

mη

mR∑
i=1

|vi |
p 1Mη (v)(i), (17)

where 1Mη (v) is the indicator function of space Mη(v) [i.e., 1
when i is in Mη(v) and 0 otherwise]. We also introduce NJ (v)
the space of the indices of the J largest components of v.

1. Component-wise strategies

Garnier et al.37 introduced a component-wise procedure
on each non-converged relative residue to expand the B(j) basis
based on the usual mean [i.e., p = 1 in (17)]. We denote this
strategy CW(p = 1). In this approach, the set of nodes added
at iteration j is

A(j) =
⋃
`∈K (j)

{
i such that |(r(j)

`
)
i
| > mean(r(j)

`
, 1, ε/

√
mR )

}
.

(18)
Such procedure introduces a lot of components at each step.
Then, both B(j) and B(j)

R grow quickly during the iterations.
Another way, denoted CW2, consists in selecting at iteration j
the functions of B(j)

R corresponding to the 2(j + 1) largest com-
ponents of each non-converged residual vector. Using CW2,
the set of nodes enlarging B(j) is

A(j) =
⋃
`∈K (j)

N2(j+1)(r
(j)
`

), (19)

and the maximal number of components added at iteration j is
2(j + 1)k(j). Therefore the expansion of the B(j) basis is moder-
ate compared to the CW(1) method. Another advantage of this
strategy is that the convergence is adaptive since the number of
added nodes increases with respect to the iteration number. At
the beginning of the iterative process the error is large in any
case, so it is not necessary to expand B(j) in every direction.
It seems more sensible to add as many elements as possible
when we get close to the convergence in order to speed it up and
refine it. At the end, the basis contains the most relevant nodes
to compute the eigenvalues at the given accuracy. On the other
hand, to select the largest components, we sort each residual
vector leading to the global cost O(k(j)mR ln(mR)) compared
to the linear cost O(k(j)mR) for the former CW(1) strategy.

2. Collective component-wise strategies

The main drawback of component-wise strategies is
that basis expansion procedures take into account each
residual vector independently. For CW(1) the value of
mean(r(j)

`
, 1, ε/

√
mR ) depends on the vector r(j)

`
, and in CW2

the 2(j + 1) largest components do not necessarily match with
the same level of approximation for two different residues. In
fact, it is difficult to say if a relevant component for a given
residual vector is useful to decrease the residual components
of other eigenvalues. Moreover the component-wise selection
can be redundant since the same nodes are possibly chosen
from different residual vectors. To overcome these issues we
introduce at iteration j the mean residual vector RA

(j) such that
each component is

RA
(j)
i =

1

k(j)

∑
`∈K (j)

|(r(j)
l )i |, i = 1, . . . , mR. (20)

Every non-converged individual residual vector belonging to
K (j) contributes to RA

(j). The same strategies used for the
component-wise selection can be applied to the RA

(j) vector:

CCW(p): we choose the functions using a general mean
criterion on RA

(j) components. The nodes to add
to the A-VCI space are defined by

A(j) = {i such that RAi
(j) > mean(RA

(j), p, ε/
√

mR )}. (21)

CCW2: we select the nodes with the 2(j + 1) maximal
components of RA

(j) such that

A(j) = N2(j+1)(RA
(j)). (22)

The number of directions added by CW(p) or CCW(p)
increases rapidly with respect to the required accuracy. This
leads to large CPU times in the matrix operations. In such
cases, it is crucial to make the computational cost as afford-
able as possible. In order to reach a target number of nodes to
add, one possibility is to adapt the mean by increasing or by
decreasing p in (17) instead of sorting the scaled vector to find
the largest components (like in CW2 or CCW2). The goal here
is to bind the time spent in the update step. Such approach will
increase the number of iterations but the size of the final space
is smaller than those obtained from other strategies. We define
this new method as follows.

aCCW(NT , δ): automatic Collective Component-Wise
selection, where NT is the target number
of basis vectors (nodes) we want to add
and δ is the tolerance criterion we accept
on this number. In aCCW we adjust p in
CCW(p) such that |size(A(j))/NT − 1| ≤ δ,
where size(A(j)) is the number of elements
of A(j). When the value of p is changed we
reconstruct A(j) using (21). The complexity
of this procedure is only linear with respect
to mR compared to mR ln(mR) with a sort
operation.

IV. RESULTS AND DISCUSSION

The presented method has been tested on the 6-atom ace-
tonitrile molecule, CH3CN, and on a more challenging system
of 7 atoms: the ethylene oxide molecule, C2H4O. Two imple-
mentations of A-VCI have been used: a Python/C prototype
and a full C++ version. In the Python/C software all the basis
enlargement methods are implemented whereas the C++ driver
only provides the collective strategies. These codes use the iter-
ative ARPACK solver46 to compute the lowest F eigenvalues
of the discretized Hamiltonian matrix at each iteration of A-
VCI. The initial guess of the eigensolver is a random vector
(IDO = 0). Moreover, we set the number of Arnoldi vectors to
NCV = 2F + 1 and we use the ARPACK default convergence
criteria based on the machine precision. Finally, both imple-
mentations of A-VCI take advantage of the OpenMP fork-join
paradigm for parallelization.

The results are obtained on two platforms:

(i) A 24-core Haswell Intel Xeon E5-2680 processors
running at 2.8 GHz with 128 GB of shared memory.
The Intel compiler (2016 update 3) with the follow-
ing options, -mkl=parallel -march=native
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-axCORE-AVX2,CORE-AVX-I,AVX -qopenmp,
is used. We refer to it as plafrim in the sequel.

(ii) A 12-core Nehalem Intel Xeon L5640 nodes running
at 2.27 GHz with 24 GB of shared memory. Python
3.5.1 and the open-source GNU 5.1.0 compiler with
the options -O3 -mtune = native -fopenmp
were used. We refer to it as pyrene in the sequel.

A. Acetonitrile molecule, CH3CN

The convergence of the A-VCI algorithm depends on how
we choose the approximation space, the threshold, and the
basis expansion method. What would be the most efficient way,
for a required precision, to set all these parameters? How can
we obtain the smallest basis or the lowest CPU time and mem-
ory consumption? In this part, we study this problem in the case
of the well-known acetonitrile molecule. The CH3CN force
constants come from Ref. 14 and are based on the quartic PES
originally developed by Begue et al.47 The PES is composed
of 299 anharmonic terms (108 cubic and 199 quartic terms)
computed at the B3LYP/cc-pVTZ level. The harmonic fre-
quencies calculated at the CCSD(T)/cc-pVTZ level are sorted
by ascending order as follows:

ω1 = ω2 = 361, ω3 = 920,

ω4 = ω5 = 1 061, ω6 = 1 413,

ω7 = ω8 = 1 487, ω9 = 2 297,

ω10 = 3 065, ω11 = ω12 = 3 149 (cm−1).

First, we compare several approaches to expand the B(j)

basis at each iteration j, and then we show how the threshold
and the size of the approximation spaceΠd influence the accu-
racy of the eigenvalues. Finally, we compute the frequencies up
to 3000 cm−1 and compare them with a reference calculation.14

1. Influence of different strategies to expand
the A-VCI space

Here we compare the different strategies to expand the
A-VCI space presented in Subsection III D when we com-
pute the first 121 eigenvalues as in Ref. 37. We remind that
CW(1) and CW2 are component-wise, whereas CCW(p) and
CCW2 are based on the collective residue vector RA

(j). In this
section, the calculations are done with the Python/C driver on
pyrene and we consider the same degree of approximation in
each direction fixed to 30 for the approximation space Πd; the
threshold is ε = 7.5 × 10−3. The initial basis B(0) is given by

the first 121 functions of Πd (with d = [7, 6, 2, 2, 2, 1, 1,
1, 1, 0, 0, 0]) sorted by ascending energies in the harmonic
approximation.

Table I reports the size and the number of non-zero
elements in the matrices H and HR obtained for different
strategies, with the corresponding CPU time. The maximum
absolute error, denoted Err, is computed with respect to
the calculation of Avila and Carrington14 with a basis of
743 103 elements. The first two rows of Table I provide the
results of the component-wise methods while the others are
related to collective strategies. The first line corresponds to the
A-VCI approach used in Ref. 37, leading not only to the largest
basis and CPU time but also to the best accuracy. The basis
grows less when expanding it with the nodes which have the
largest residual components, with both collective (line 7) and
individual (line 2) strategies. In these cases, the error can be
large (more than 1 cm−1) and the CPU time is higher than with
the CCW methods. We observe that the most efficient strate-
gies are CCW(2) and CCW(3), with equivalent performances.
From p = 4 the cost of the additional iterations overcomes the
gain due to the basis reduction, so rising p from this point
becomes no longer interesting. The matrix storage cost for
CCW strategies is low, and building the full sparse matrix to
perform efficient matrix-vector product is a good option. For
instance, the number of non-zero elements divided by the total
number of elements (sparsity of the matrix) is 0.45% for H (j)

matrix and 3 per million for H (j)
R matrix for the CCW(2) strat-

egy. Table I shows that a trade-off between the basis size and
the number of elements added at each iteration must be consid-
ered. Thanks to the exponent p of the generalized mean (17),
we can balance this trade-off. The higher its value, the fewer
are the basis functions added, resulting in more iterations and
a smaller final basis.

These results on the benchmark molecule CH3CN high-
light some interesting properties of the discussed basis enlarge-
ment methods. First of all, selecting 2(j + 1)k(j) components
to augment the basis at each iteration j is not the best strategy.
The number of added functions does not grow quickly enough
to get a fast convergence rate of the algorithm. Even though the
final basis is small, too many iterations and much CPU time
are needed. This is true for both the component-wise CW2 and
the collective component-wise CCW2 strategies. The methods
using the mean of the residual vector should be considered
instead. Among these latter strategies, the component-wise
CW(1) used in the work of Garnier et al.37 gives the best

TABLE I. Convergence of A-VCI for CH3CN with different basis expansion strategies. The used parameters are F = 121 and ε = 7.5× 10−3. The approximation
space Πd is defined by di = 30, i = 1 . . . 6. The maximum absolute error Err is evaluated with respect to Ref. 14. The cost of the algorithm is given by the
number of iterations, the sizes of the final spaces, and the computational time. The number of non-zero elements (NNZ) in H(j ) and H(j)

R at the convergence is
also provided.

Expand strategy Number of iterations B(j ) size B(j)
R size H(j ) NNZ H(j)

R NNZ Err (cm−1) Time (s)

CW(1) 6 86 238 5 421 360 13 166 360 51 581 366 0.305 5637
CW2 19 17 839 1 819 345 1 593 955 10 573 541 1.333 1230
CCW(1) 6 26 206 2 360 202 2 835 020 15 430 825 0.766 711
CCW(2) 7 24 158 2 168 898 2 607 190 14 201 050 0.997 667
CCW(3) 8 22 477 2 064 762 2 357 655 13 212 455 0.998 669
CCW(4) 10 22 432 2 082 831 2 339 942 13 197 787 0.803 723
CCW2 17 17 793 1 723 782 1 744 565 10 385 001 0.999 902
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accuracy in few iterations, but requires numerous basis func-
tions and an important computational cost. This behavior will
quickly become prohibitive for systems of larger size than
CH3CN. The collective approaches CCW(p) are with no doubt
to be privileged over CW(1) since they provide the best balance
between the CPU time, the basis size, the number of iterations,
and the error on eigenvalues. In CCW, the mean parameter p
is the key to control the growth of the basis.

2. Convergence study of the A-VCI algorithm

In order to present the convergence properties of the
A-VCI algorithm with respect to the threshold ε and the
approximation space Πd, we search the 239 lowest eigenval-
ues of CH3CN. The corresponding frequency range is around
0–3000 cm−1 and has been studied in many papers.14,16,17 We
perform a very accurate A-VCI calculation with a small thresh-
old εref = 2.5 × 10−4 and the CCW(2) strategy to obtain a
reference spectrum. The maximal Hermite degrees per direc-
tion of the related discretized space Πd corresponding to a
maximal energy of 15 000 cm−1 are

d = [42, 42, 17, 15, 15, 11, 11, 11, 7, 5, 5, 5].

Moreover, the initial basis B(0) is composed of the first 239
elements ofΠd, and the largest degrees are given by [8, 8, 3, 2,
2, 2, 2, 2, 1, 0, 0, 0]. From now on, we will use these functions
as the A-VCI starting space of CH3CN.

For this computation, the C++ driver on plafrim is used.
The algorithm reaches the convergence in 11 iterations produc-
ing a basis of 2 488 511 elements. We denote the associated
eigenvalues by Eref

i , for i = 0 . . . F − 1. The corresponding
frequencies and their assignments are provided in the supple-
mentary material. The maximal degrees of the final basis are
[18, 18, 17, 12, 10, 11, 9, 7, 7, 5, 5, 5]. This final set is embedded
in the binomial space BP(23). In Secs. IV A 2 a, IV A 2 b, and
IV A 3, we compare our results to this reference calculation.

a. Influence of the threshold on the convergence. First we
present the influence of the threshold on the accuracy of the
eigenvalues and the basis size. We consider the same parame-
ters as our reference computation described above. Let Err(E)
denote the maximum absolute error on all eigenvalues,

Err(E) = max
i∈{0,F−1}

|Eεi − Eref
i |, (23)

where Eεi is the eigenvalue obtained with the threshold ε.
Figure 1 shows the evolution of the maximal error on the

eigenvalues according to the size of the final basis, and the evo-
lution of the latter with the threshold, on a log-log scale. The
maximal error nearly evolves as a decreasing power function
of the size of the final basis. We deduce that the maximal error
quickly and uniformly diminishes when the size of the final
basis increases. Moreover, the behavior of the size of the basis
with respect to the threshold parameter ε is similar, making
the threshold a good parameter to control the growth of the
basis. For this molecule, this figure shows that it is possible to
determine an approximate basis size from a required accuracy
on the eigenvalues and deduce from this size a maximal thresh-
old value needed to reach this precision. For example, an error
below 1 cm�1 at least requires a basis size of order 5×104, for
which the threshold needs to be no more than 7 × 10−3.

FIG. 1. Influence of the threshold (log10 scale) on the final basis size (log10
scale) and of the basis size on the maximum absolute error (log10 scale) for
Emax = 15 000 cm−1.

b. Influence of the truncation parameter of the research
space. By using the approximation parameter Emax introduced
in Sec. III B, we reduce the size of the approximation space
and of the research space to find new directions.

Table II reports the maximal Hermite degrees per coordi-
nate corresponding to Emax ranging from 8 500 to 15 000 cm−1.
Since the ω12 harmonic frequency is almost ten times larger
thanω1, we observe a large difference in the 1D-discretization
between the coordinates. By increasing the maximal energy,
we allow the algorithm to choose from a greater set of terms
and thus to accelerate its convergence.

The maximal error of the first 239 eigenvalues with respect
to the threshold ε is presented in Fig. 2 for different values of
Emax. Due to the log-log scales, the curves for Emax between
9000 cm−1 and 12 000 cm−1 are not visible and give an error
above 1 cm−1. Except for the green curve Emax = 14 000 cm−1,
all the plot lines present a plateau, which means that even
if we lower the threshold, we cannot improve the accuracy
on the eigenvalues. This plateau decreases with the size of
the approximation space. Moreover, the same holds the other
way around: for ε higher than 2.5× 10−3, there is no need to
increase Emax above 12 500 cm�1. Finally, the green curve does
not have a plateau because for all thresholds, the eigenvectors
and the Hamiltonian are well described in the space Πd.

TABLE II. Maximal Hermite degrees of the product spaceΠd corresponding
to a given energy above the ground state Emax .

Emax (cm−1) d in Πd

8 500 [24, 24, 10, 9, 9, 7, 6, 6, 4, 3, 3, 3]
10 000 [28, 28, 11, 10, 10, 8, 7, 7, 5, 4, 4, 4]
11 000 [31, 31, 12, 11, 11, 8, 8, 8, 5, 4, 4, 4]
12 000 [34, 34, 14, 12, 12, 9, 9, 9, 6, 4, 4, 4]
12 500 [35, 35, 14, 12, 12, 9, 9, 9, 6, 5, 4, 4]
13 000 [37, 37, 15, 13, 13, 10, 9, 9, 6, 5, 5, 5]
14 000 [39, 39, 16, 14, 14, 10, 10, 10, 7, 5, 5, 5]
15 000 [42, 42, 17, 15, 15, 11, 11, 11, 7, 5, 5, 5]

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-029721
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-029721
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FIG. 2. Influence of the threshold (log10 scale) on the eigenvalues error (log10
scale) for different approximation spaces defined by Emax .

3. New results

Our computations highlight a significant gap with the
results in Ref. 14, as shown in Fig. 3. Indeed, 35 of the 195 first
frequencies have a difference above 0.1 cm�1 compared to our
reference calculation. This is especially true for energy levels
involving the C–C stretching ω3 mode, namely, frequencies
38, 69, 70, 119–121, 150, 177, and 178 (all attributions are
provided in the supplementary material). The 150th frequency
is estimated at 2653.053 cm−1 in Ref. 14, whereas our refer-
ence calculation locates it at 2651.593 cm−1. The difference
between the two values calculated in the P24 and P27 spaces
[see (14)] is around 2 cm−1 whereas it stays under 1 cm−1 for
all other frequencies (see Table I in Ref. 14). It seems the con-
vergence of this particular eigenvalue, described by 3ω3 and
4ω3, is hard to reach. On the first 201 frequencies, the mean
error is 2.16 cm−1 and the RMS error is 1.40 cm−1. However,
A-VCI computes 238 frequencies under 3000 cm−1 whereas
only 201 are reported in Ref. 14, and the highest 6 computed
levels of Ref. 14 do not match with the frequencies 196–201 of
the A-VCI calculation. We see that A-VCI is able to retrieve the
last 6 vibrational states computed by Avila and Carrington14

and to catch some energy levels missing from their paper,
represented by frequencies 196–199, 202–228, 230–232, and

FIG. 3. Absolute error on the first 195 frequencies of CH3CN computed in
Ref. 14 with respect to the A-VCI reference calculation. The annotated fre-
quency numbers correspond to energy states developed on the C-C stretching
ω3 (the main attributions are written in parentheses).

235–237. In particular, the levels 196–199 and 230–232 are
developed on the sensitive ω3 state.

To explain these discrepancies, we perform A-VCI com-
putations in the same pruned basis as in Ref. 14. The cor-
responding pruning space Pb [see (14)] is defined by the
following condition written in our ordering:

n1 + n2 + 3n3 + 3n4 + 3n5 + 3n6 + 4n7

+ 4n8 + 4n9 + 3n10 + 3n11 + 3n12 ≤ b. (24)

For this, we extend the algorithm by adding a pruning condi-
tion in the direct product search basis Πd. The condition only
appears when we search the nodes connected to a given basis
element [see (15)]. In fact, we discard nodes just before con-
structing the keys and then the overhead is negligible. By doing
this, we are able to find an optimal basis in the pruned space.

Let us consider the 150th frequency, described by 3ω3 and
4ω3, with the largest absolute error. Table III shows its con-
vergence when we increase the size of the pruning space. The
A-VCI parameters are F = 239, ε = 5.0 × 10−3, and CCW(2).
As shown in Table III, a pruned basis with b = 41 is neces-
sary for the A-VCI algorithm to reach the convergence on the
150th frequency. Solving the eigenvalue problem in the corre-
sponding space P41 with either a direct or iterative method is
difficult due to its size, whereas the A-VCI method succeeds
to extract the relevant states in a basis of 82 099 elements.
Eventually, the final A-VCI basis in the product space defined
by Emax = 12 500 cm−1 counts 79 133 elements and leads to
the same results obtained with the pruning condition (24) with
b = 41. Compared to our reference calculation, the 150th fre-
quency has an error of 0.272 cm−1, and the largest error on
all computed eigenvalues is 0.425 cm−1. The full comparison
between this latter calculation, the A-VCI reference calcula-
tion, and that of Avila and Carrington14 is provided in the
supplementary material.

B. Ethylene oxide molecule, C2H4O

We have shown that the A-VCI method accurately com-
putes the spectrum of CH3CN in a large frequency range of
interest. Let us now consider a more difficult problem with
the ethylene oxide molecule. To study the vibrational levels of
this 7-atom system, we use the PES described in the work of
Bégué et al.3 The anharmonic part of this potential obtained at
the B3LYP/6-31+G(d,p) level is composed of 180 cubic terms
and 445 quartic terms. The 15 harmonic frequencies calculated
at the CCSD(T)/cc-pVTZ level are sorted by ascending order,

ω1 = 815.515, ω2 = 850.180, ω3 = 899.564,

ω4 = 1 052.231, ω5 = 1 156.802, ω6 = 1 157.906,

ω7 = 1 174.993, ω8 = 1 176.045, ω9 = 1 300.108,

ω10 = 1 512.350, ω11 = 1 549.074, ω12 = 3 109.459,

ω13 = 3 117.878, ω14 = 3 196.560, ω15 = 3 211.265 (cm−1).

In this section, we consider the automatic collective
component-wise (aCCW) strategy to expand the basis. All
computations were run on plafrim.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-029721
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-029721
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TABLE III. Absolute error on the 150th frequency of CH3CN using the A-VCI procedure in different pruned
basis Pb. The pruning condition is given by Eq. (24). The number of computed eigenvalues is F = 239, and
the threshold is ε = 5 × 10−3. The error is evaluated with respect to the reference calculation described in
Sec. IV A 2. The last column corresponds to an A-VCI calculation with the same parameters performed in the
product basis Πd defined by Emax = 12 500 cm−1.

Basis P27 P33 P37 P40 P41 P45 Πd(12 500)

Final basis size 58 122 79 409 79 743 81 594 82 099 82 405 79 133
150th

2653.405 2652.101 2651.908 2651.884 2651.869 2651.867 2651.862
frequency (cm−1)
Error (cm−1) 1.815 0.511 0.318 0.294 0.279 0.277 0.272

1. The first 50 eigenvalues

We focus here on the 50 lowest energetic levels of C2H4O.
The corresponding eigenvalues were computed by Brown and
Carrington17 in a basis of 2 955 289 functions using an adaptive
procedure called “O Expand.” The first difference between the
O expand method and the A-VCI algorithm is the definition
of the neighbors of the basis functions φ0

n, n = (n1, . . . , nD).
In the first case, they are obtained by increasing one of the
indices ni by 1 for each i = 1, . . . , D. In the other case, the
neighbor m of a basis function n verifies 〈φ0

m |Hφ0
n〉 , 0. The

second difference concerns the selection of functions to add.
In the O expand method, neighbors are added if a function of
the active space is deemed important according to a criterion
that focuses on its eigenvector. In the A-VCI method, for each
and every function in the active space, the selection of the most
important neighbors is based on their residual vectors. Using
the O expand strategy, Brown and Carrington17 proved it to be
more efficient than with a binomial basis BP(11) of 7 726 160
elements. As far as we know, this O expand computation is
the most accurate one to date on the first 50 eigenvalues of
C2H4O. In this part, the maximum absolute error on the A-
VCI eigenvalues is denoted Err and evaluated with respect to
this reference calculation.

The A-VCI initial basis B(0) is made of the first 50 har-
monic configurations of the product space defined by the
Hermite degrees d = [6, 5, 5, 4, 4, 4, 4, 4, 3, 3, 3, 1, 1, 1,
1]. The approximation spaces Πd(Emax) and BP(b) with dif-
ferent values of ε are considered. Table IV shows how the
choice of these parameters influences the accuracy on eigen-
values, the basis size, and the computational time. The first
three lines refer to A-VCI calculations in two approximation
spacesΠd. These product spaces defined for a maximal energy
of 10 000 cm−1 and 14 000 cm−1 lead to the maximal Hermite
degrees d = [13, 12, 12, 10, 9, 9, 9, 9, 8, 7, 7, 4, 4, 4, 4] and

d = [18, 17, 16, 14, 13, 13, 12, 12, 11, 10, 10, 5, 5, 5, 5], respec-
tively. The last two lines of Table IV present a pruning approach
in the binomial spaces BP(11) and BP(16). In this part, we
use the aCCW(NT ,∆) and the CCW(5) basis enlargement
methods. The chosen aCCW tolerance is δ = 0.6, and the max-
imal number of nodes added at each iteration is set according
to the required threshold: NT = 30 000 for ε = 5×10−3 and NT

= 50 000 for ε = 2.5×10−3. For the CCW method we use p = 5
to have a larger mean order than for the acetonitrile molecule,
for which the optimal values of the p ranges between 1 and 4.
This is needed to keep the CCW basis growth rate reasonable
since we deal here with a larger system than CH3CN.

In the considered computations, a threshold of 5 × 10−3

leads to an error of 0.4 cm−1 and final bases almost ten times
smaller than the O expand set of Ref. 17, with less than
350 000 functions. For this level of precision, using the bino-
mial basis BP(11) with the CCW(5) strategy (line 4) is faster
than the aCCW expansion method applied in the product
space Πd(10 000) (line 1). This is no longer true when we
decrease the threshold to 2.5 × 10−3 to reach an accuracy
around 0.04 cm−1. In this case, the Πd spaces give smaller
basis and CPU times than the BP(b) spaces. A threshold of
2.5 × 10−3 with Emax = 10 000 cm−1 is enough to obtain an
error below 0.1 cm−1. A larger product space corresponding
to Emax = 14 000 cm−1 leads to a maximum absolute error of
0.047 cm−1 in a basis twice smaller than in Ref. 17 (see line
3). This accuracy is confirmed by a mean error of 0.0163 cm−1

and an RMS error of 0.0195 cm−1. In this latter calculation,
the maximal Hermite degrees per direction of the final basis
are [11, 9, 8, 8, 8, 10, 7, 7, 9, 6, 7, 5, 5, 5, 5] and the final basis
is embedded in the binomial space BP(17).

Figure 4 presents how the mean order p and the num-
ber of points in A(j) fluctuate according to the iterations. The
green curve shows how the number of nodes varies with the
CCW(5) strategy. At the beginning, a small number of nodes

TABLE IV. Convergence of A-VCI for the 50 lowest eigenvalues of C2H4O. Several approximation spaces and thresholds are used with the aCCW and CCW(5)
basis expansion strategies. The corresponding basis sizes and number of iterations are reported. The reference calculation for the maximum absolute error is
provided in the work of Brown and Carrington.17

Space Threshold Iterations Err m mR Strategy Time (s)

Πd(10 000) 5.0 × 10−3 11 0.42 325 177 32 469 708 aCCW(30 000, 0.6) 1 406
Πd(10 000) 2.5 × 10−3 23 0.080 1 240 302 92 205 491 aCCW(50 000, 0.6) 12 190
Πd(14 000) 2.5 × 10−3 25 0.047 1 362 866 107 840 100 aCCW(50 000, 0.6) 15 116
BP(11) 5.0 × 10−3 13 0.41 346 033 7216 711 CCW(5) 898
BP(16) 2.5 × 10−3 27 0.042 1 439 356 105 416 196 aCCW(50 000, 0.6) 17 519
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FIG. 4. Evolution of the average type p during the A-VCI iterations for
C2H4O (F = 50). The basis expansion strategy is aCCW, except for the green
curve obtained with CCW(5). The used approximation spaces are Πd(Emax)
and BP(b).

are added in the basis, and it increases strongly during the iter-
ations. On the opposite, with the aCCW strategy, we quickly
reach the target number of nodes to add, but this strategy needs
more iterations and time than CCW to obtain the convergence.
Nevertheless, the aCCW strategy generally gives smaller final
basis sets than CCW, leading to less memory consumption.
The main advantage of aCCW over CCW is the ability to con-
trol the number of added nodes depending on the time we
can afford to spend at each iteration. The use of aCCW is
clearly a good option to address memory issues, especially
when dealing with large molecular systems or hundreds of
eigenvalues.

2. The first 200 eigenvalues

For the mid-IR spectrum of C2H4O, the domain of spec-
troscopic interest is between 2 800 and 3200 cm−1. In this
frequency range, the accurate assignment of active bands is
still a challenging matter.48–50 In the work of Thomas and
Carrington,50 they computed the first 200 eigenvalues by a
tensor-type approach and the last calculated frequency was
3233 cm−1. Brown and Carrington17 showed that the com-
putation of Ref. 50 is not accurate for the first 50 lowest
frequencies and would be certainly worse for higher frequen-
cies. The ground state calculated by Thomas and Carrington50

is 12 461.860 cm−1 whereas the O expand basis of Ref. 17
provides a converged value of 12 461.467 cm−1.

In this section, the starting subspace B(0) contains the first
200 elements of Πd, with d = [5, 5, 4, 4, 4, 4, 3, 3, 3, 3, 3, 2,

2, 2, 2] corresponding to the lowest vibrational states, and we
expand the basis with the aCCW strategy in order to minimize
the memory used by the algorithm. Table V presents a pre-
liminary computation to evaluate which approximation space
Πd gives a good accuracy for a threshold of 5 × 10−3. The
ground state obtained is always 12 461.480 cm−1 except for
Πd(12 000). This means that this space is too small to accu-
rately approximate the eigenfunctions. This result is confirmed
in Ref. 17 when they compare the error on their eigenvalues
with those of Ref. 50. For Emax = 12 000 cm−1, the maximum
absolute error is 0.300 cm−1 (respectively, 23.124 cm−1) while
with Emax ≥ 13 000 cm−1 this error stabilizes at 0.258 cm−1

(respectively, 23.142 cm−1). These first results also confirm
that the computations presented in Ref. 50 have a low accuracy.

According to the previous results, we set Emax to
14 000 cm−1 to perform a more accurate computation with
a threshold of 2.5 × 10−3 and the aCCW strategy with NT

= 400 000 for the targeted number of nodes to add at each iter-
ation and δ = 0.25. For this large computation we decrease
the memory footprint by removing the storage of the coef-
ficients of matrix HR. To do that, we compute twice the
coefficients of the matrix to evaluate the scaled residual vec-
tors. For each row of the matrix, all non-zero elements of
the matrix are computed and then the components of the
scaled residual vectors associated with this row are evalu-
ated to build their norm. Once all the norms are built, for
all rows of the vector RA we re-compute the non-converged
residue rows. Doing that, we drastically decrease the pressure
on the memory but we double the computation time for build-
ing the scaled residual vector components and add them to
obtain (20).

The final basis contains 7 118 214 elements and the size
of the related search space is 419 666 917. We reach the
convergence in 19 iterations lasting 3 days and 71 min. The
total time is split as follows: 67.7% in the ARPACK solver,
28.2% to construct RA, and only 4.1% to update the structure
(line 8 of the Algorithm 1). The matrix-vector products used
in the ARPACK solver only take 25% of the total ARPACK
time. Figure 5 presents the relative residues at the conver-
gence. We observe that for the smallest 50 eigenvalues, we
have a better convergence than in Sec. IV B 1. The maximal
error on the 50 eigenvalues computed by Brown and Car-
rington17 in a basis of 2 955 289 elements is 0.060 cm−1.
As expected, the discrepancies between A-VCI and that of
Thomas and Carrington50 are more important: the maximum
absolute error on the 200 computed eigenvalues is 23.504 cm−1

(eigenvalue 198), the mean error is 6.97 cm−1, and the
RMS error is 8.73 cm−1. Finally, the ground state evaluated

TABLE V. Convergence of the 200 lowest frequencies of C2H4O computed with A-VCI inΠd, with Emax ranging
from 12 000 to 15 000 cm−1. The used threshold is 5 × 10−3.

Emax (cm−1) Strategy aCCW(NT , δ) Iterations m mR Time (s)

12 000 (60 000,0.6) 24 1 469 373 108 175 774 44 985
13 000 (60 000,0.6) 26 1 593 865 12 495 044 56 220
13 500 (60 000,0.6) 26 1 593 892 12 497 716 56 190
14 000 (60 000,0.6) 26 1 593 892 124 497 874 56 434
15 000 (60 000,0.6) 26 1 593 892 124 497 898 56 503
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FIG. 5. Scaled residues at the convergence (iteration 19) for C2H4O (ε =
2.5 × 10−3 and Emax = 14 000 cm−1).

at 12 461.473 cm−1 by A-VCI is close to the value found by
Brown and Carrington.17 The corresponding eigenvalues, fre-
quencies, and assignments are reported in the supplementary
material.

V. CONCLUSION

The A-VCI algorithm37 is an adaptative procedure to
compute iteratively a spectrum at any desired accuracy in the
smallest possible VCI basis. It is applied to the resolution of
the vibrational Schrödinger equation of two molecular sys-
tems (CH3CN and C2H4O), for which sum of product potential
energy surfaces, generated by Bégué et al.,3,47 have been used
by several authors14,16,17,20,50,51 to produce the most accurate
results currently available. In this paper, we used Hermite
function product bases of normal coordinates to represent the
Hamiltonian operator, making its calculation straightforward
from analytic formulae. However, the algorithm could easily
be adapted to other basis functions as soon as the Hamiltonian
matrix structure is known; in other, words where its non-zero
elements are located.

This iterative method builds nested spaces from an initial
active space inside a much larger approximation space. The
use of the Bauer-Fike theorem led us to define an a posteriori
criterion to control the convergence of the algorithm and to
select significant basis elements to add at each iteration. Three
parameters, namely ε the threshold to control the convergence,
Emax, to customize the size of the approximation space, and
p to adjust the selection criterion at each iteration, have been
introduced to increase the flexibility of the method. A full
study of the influence of these parameters was carried out. We
are now able to efficiently choose these parameters to reach
the desired precision for a given PES and a given frequency
range. In addition to providing a great accuracy for a large
frequency range (0–3000 cm−1 for CH3CN and 0–3200 cm−1

for C2H4O), the constraints on the parameters can be relaxed
to reach an accuracy of '1 cm�1 on the same energetic range,
with very small resulting basis sets. Another novelty of this
paper is the introduction of new enlargement techniques to
iteratively augment the active basis set. These methods allow
us to find a trade-off between the growth rate of the basis
(memory cost) and the total number of iterations (CPU cost).

Two families of augmentation techniques were developed in
this work, namely, the component-wise (CW) and the col-
lective component-wise strategies (CCW). The CW uses a
single residual vector in order to iteratively add basis func-
tions to the active space. The CCW combines the residues
corresponding to all eigenvectors in a mean residual vector to
select the most relevant directions. Our results clearly show
that the collective strategies are the most efficient since they
offer the best compromise between the computational time
and the memory usage for a required accuracy on the calcu-
lated eigenvalues. The choice of a particular collective method
over another will be guided by the hardware constraints. For
memory-bound cases, especially when dealing with large sys-
tems as C2H4O, we would prefer to limit the number of added
basis elements using a CCW, increasing the CPU time. Oth-
erwise, the CCW(p) techniques offer the finest control on the
basis expansion and the fastest convergence as soon as the
available memory is not a problem.

Our approach to manage the basis elements and the matrix
allows us to handle molecular systems up to 7 atoms in three
days on a 24-core computer with 128 GB of memory capacity.
This limit can be lifted by using a distributed memory program-
ming (Message Passing Interface) to spread the workload over
different processing units.

SUPPLEMENTARY MATERIAL

See supplementary material for the results reported for
CH3CN and C2H4O molecules, which are compared to the best
calculations that can be obtained using the A-VCI algorithm.
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APPENDIX: HERMITE FUNCTIONS

The 1-D normalized Hermite function of degree n writes

ψn(q) =

(
1
π

)1/4 1
√

2n n!
· e−

q2

2 · Hen (q) ,

where Hen is the normalized Hermite polynomial of degree

n. These polynomials are orthogonal for the weight e−
q2

2 .
Moreover we have

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-029721
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ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-146-029721
http://www.plafrim.fr
http://www.mcia.univ-bordeaux.fr
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∫
R
ψn(x)ψm(x)dx = δn,m.

The sequence of Hermite polynomials satisfies the
recursion

Hen+1(q) = qHen − nHen−1,

andψn are the eigenfunctions of the 1-D harmonic Hamiltonian
operator defined by

H0(q) = −
∂2

∂q2
+ q2.

The properties of Hermite functions provide an analytic
formula to calculate the Hamiltonian matrix coefficients as
shown in the following propositions.

Proposition 1 (see Ref. 52). The indices m such that
〈φn(q)|qsφm(q)〉 , 0 are given as follows:

• If s = 2p, then m = n + 2l for −s/2 ≤ l ≤ s/2 if s = 2p.
• If s = 2p + 1, then m = n + 2l + 1 for −(s − 1)/2 ≤ l ≤

(s − 1)/2.

Proposition 2 (see Ref. 52). The tensor moment M(s, n,
m) = 〈φn(q), qsφm(q)〉 has the following analytic expression:

〈φn(q)|qsφm(q)〉 =




0 if s − n − m is odd,

s!
2r

√
2m+n

m!n!

min(n,m)∑
p=max(0,−r)

Cn
pCm

p
p!

2p(r + p)!
otherwise,

(A1)

with r = (s � n � m)/2.
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