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Abstract. In order to help the knowledge engineer during knowledge model-
ling phase, we developed an environment for the conceptual modelling lan-
guage CML offered by the CommonKADS methodology. This environment,
calledCokace, was designed usingCentaur, a programming environment
generator, that was usually exploited for building environments dedicated to
software engineering languages. Thanks toCentaur, Cokace provides the
knowledge engineer with structured edition, static validation and dynamic
interpretation of CML expertise models.Cokace allows the knowledge engi-
neer to simulate a reasoning on CML expertise models, and enables verifica-
tion and evaluation of such expertise models before implementation of the
final knowledge-based system. This work illustrates an example of the bene-
fits knowledge engineering can get from well established techniques and tools
available in software engineering.

1 INTRODUCTION

Knowledge modelling is considered as a crucial activity for the de-
velopment of a knowledge based system (KBS), or for expertise cap-
italization in a workplace. CommonKADS [20, 4, 30], COMMET
[24,25], respective fruits of the Esprit projects KADS-II and CON-
STRUCT, are well known examples of methodologies enabling
knowledge modelling at the knowledge level [17].

Validation of the modelled knowledge is a significant and diffi-
cult problem: if validation of static knowledge is possible in some
knowledge acquisition methods or tools, validation of dynamic
knowledge (for example by simulation of expertise models) is sel-
dom offered [27]. Under the term "validation", Laurent distinguishes
verification (i.e. "objective validation w.r.t. a formal specification'')
andevaluation (i.e "interpretative validation w.r.t. a formal but heu-
ristic measurement process and a subjective threshold'') [16]. Clear-
ly, the knowledge engineer (KE) should not wait until implementa-
tion in order to validate and run knowledge models. So, validating
tools would be useful during knowledge modelling phase, in partic-
ular tools able to work at the knowledge level. KREST, the COM-
MET-supporting tool, allows different kinds of validation after each
significant phase of the KBS development process [6] [8]. The moti-
vations of our research reported here were to provide validation sup-
port for expertise modelling: more precisely, we aim at offeringan
environment allowing the KE to build expertise models, with ade-
quate validation capabilities, in the framework of CommonKADS.

The CommonKADS methodology [20] proposes the development
of several models: organisation, task, agent, communication, exper-
tise, design. It promotes the reuse of generic models through a gener-
ic modelling library [4]. It provides a language, CML (Conceptual
Modelling Language), for describing expertise models at a conceptu-
al level [21]. Whereas Open-KADS [5] offer a help within KADS-I
framework, KADS-Tool [9] and the CommonKADS Workbench
[10] are dedicated to CommonKADS. The KACTUS project [22]
proposes, among others, an editing environment for CML. Our in-

tended environment will also rely on CML, but will focus on valida-
tion capabilities.

Formal specification and verification problems have been stud-
ied for a long time, by software engineering (SE) researchers: sev-
eral techniques, methods and tools are now available. Therefore, our
approach was to exploit a well established software engineering
tool, offering interesting verification features: we choseCentaur, a
powerful generator of programming environments.

After a presentation of theCentaur system, we will indicate how
we exploited it to build theCokace (COmmonKAds-CEntaur) en-
vironment dedicated to the CML language. We will show howCo-
kace can help the KE to design, check and run CommonKADS ex-
pertise models described in CML. We will indicate some kinds of
validation allowed byCokace and conclude by a comparison with
related research and a description of further work.

2 EXPLOITATION OF CENTAUR

2.1 Principles of Centaur

Centaur is ageneric interactive environment [3, 11], developed in
the framework of two Esprit projects:"Generation of Interactive
Programming Environments", GIPE and GIPE II. It produces a spe-
cific programming environment for a language, when given the
specification of its syntax and semantics. The environment generat-
ed byCentaur includes a structured editor, a type-checker, an inter-
preter for the language, and possibly other tools. The user interacts
with the generated environment by means of a graphic interface also
generated byCentaur. Powerful and enabling elegant program-
ming, Centaur was used to build environments for programming
languages such as ADA, C, Fortran, Pascal, etc. The generated en-
vironment can then be exploited by the user for building programs
in the language, such programs being checked syntactically and se-
mantically. Therefore, we considered CML as a classic language, so
as to take benefit ofCentaur verification capabilities. Thus, we fo-
cused on the "language" aspect, that is important for the develop-
ment of a software (a KBS being a specific software). The "knowl-
edge" aspect - specificity of knowledge engineering w.r.t. SE - was
already tackled in the design of CommonKADS and in the choice of
CML language primitives (e.g. expertise model, task, inference, do-
main model, ontology, etc.).

TheCentaur system is composed of: (1) a database component,
supplying standardized representation and access to formal objects
and their persistent storage, (2) a logical engine used to execute for-
mal specifications, (3) an object-oriented man-machine interface,
giving easy access to the system’s functions. The architecture of
Centaur system is based on a decomposition into three classes of
function: (1) a kernel for representation and manipulation of struc-
tured objects such as abstract syntax trees, (2) a specification level
that supports syntactic and semantic aspects of languages, (3) a user
interface, for interactive communication betweenCentaur and its
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users.Centaur offers several formalisms: (1)Metal to define the
syntax of the language for which an environment is intended to be
generated, (2)PPML to specify how to pretty-print the programs of
the language, (3)Typol to specify the semantics of the language.

A more detailed description can be found in [3, 11]. The next sub-
sections will illustrate how we exploitedCentaur to buildCokace,
our environment dedicated to CML language.

2.2 Definition of the language syntax

The language syntax must be defined by the programmer1 by means
of the Metal formalism. A Metal specification consists of three
parts: the abstract syntax, the concrete syntax and tree building func-
tion calls. We will illustrate the exploitation ofCentaur by exam-
ples relying on CMLconcept statement. Let us recall its BNF defi-
nition [21]:

concept-def ::=
concept Concept-name;

[terminology]
[sub-type-of: Concept-name <, Concept-name>*;
[properties]
[axioms]

end concept[Concept-name;] .

First the programmer defines theabstract syntax corresponding
to the statements to be parsed. The example below shows theMetal
definition of the CMLconcept statement:

abstract syntax
concept -> CNAME CON_BODY ;
con_body  -> DESCR SUPERC_LIST PROP_LIST AXIOMS ;

Then the programmer defines the language concrete syntax,
thanks tosyntax rules in a BNF like format:

rules

<concept> ::=
"concept" <c_name> ";" <description> <superc>

            <properties> <axioms> "end concept";
concept(<c_name>,

           con_body
              (<description>, <superc>,
               <properties>, <axioms>))

<superc> ::= "sub-type-of" ":" <superc_list> ";" ;
               <superc_list>

<superc_list> ::= <c_name> ;
               superc-list ((<c_name>))

<superc_list> ::= <c_name> "," <superc_list> ;
               superc-pre (<c_name>, <superc_list>)

Such rules are used byCentaur to create a parser for the lan-
guage. This parser will build an abstract syntax tree for each parsed
program of the language and the parsed program will be manipulated
by means of its abstract syntax tree. All semantics manipulation will
be stated as operations on abstract syntax trees.Centaur provides
the support to handle such trees by means of specialized formalisms
and manages the data structures underlying the trees. Thus, the pro-
grammer needs not commit to an implementation for CML pro-
grams: the implementation is provided byCentaur, according to the
language syntax specifications.

1.Throughout the paper, the user ofCentaur will be calledprogrammer
and the user ofCokace will be calleduser (or knowledge engineer).

2.3 Definition of a pretty-printer for the language

In order to pretty-print abstract syntax trees in a readable format, the
PPML formalism enables the programmer to specify pretty-printers.
PPML is mainly a box language that allows to specify pattern-di-
rected pretty-printing machines. The following example shows rules
to pretty-print a tree associated to the CMLconcept statement:

concept(*name, con_body(*desc, *super,
*prop_list, axioms))

->
[<v 4,0>

[<h> "concept" *name ";"]
*descr *super *prop_list *axioms "end concept"];

superc(*sup, **super_list) ->
[<h>

in class = Section : [<h> "sub-type-of :"]
[<h>

in class = Name : [<h> *sup]
(<h 0> "," in class = Name :

[<h> **super_list])] ";"];

Several pretty-printers can be written for the same tree and enable
different but coherent presentations of his tree.

2.4 Definition of the language semantics

The language semantics is specified by the programmer by means of
natural semantics rules [14], through theTypol formalism. Natural
semantics, inspired of Plotkin’s "structural operational semantics"
[18], is a method allowing to define semantic specifications. As de-
tailed in [14], a semantic definition is an unordered collection of
rules. Intuitively, if all premises of the rule (i.e. the formulae of its
numerator) hold, then its conclusion (i.e. the single-formula of its de-
nominator) holds. More formally, from proof-trees yielding the rule
premises, a new proof-tree yielding the rule conclusion can be de-
rived.Typol is an implementation of natural semantics.Typol rules
are compiled into Prolog in order to be executed. Thus, once the for-
mal semantics of the language is defined and compiled into Prolog
by the Typol compiler, it is directly executable.

Below we show examples ofTypol rules for CML language. The
first rule below expresses that in order to type-check aconcept defi-
nition, Centaur must type-check first the super-type list (called Su-
pers) and then the property list (called Properties). The next rule ex-
presses how to type-check a super-type list by type-checking the first
element and then the rest of the list. The last rule expresses that the
type-checking of an empty list is satisfied.

DefList |- Supers  & DefList |- Properties
__________________________________________

DefList |- concept(Name,
     con_body(Descr, Supers, Properties,

                       Axioms)) ;

definedconcept(DefList |- Sup => Concept)
& DefList |- SupList
__________________________________________

DefList |- superc[Sup.SupList] ;

DefList |- superc[] ;

2.5 Generation of Cokace by Centaur

We defined the whole abstract and concrete syntax of CML inCen-
taur, usingMetal formalism. We usedTypol formalism to define
CML natural semantics, thus providing an operational semantics for
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CML: this work allowed to detect some ambiguities of CML de-
scription [21]. We wrote several pretty-printers in PPML formalism
(one generating an HTML version of the CML program). Last, we
also usedTypol to implement a CML interpreter. ThenCentaur
generated Cokace, a CML-dedicated environment. The next sec-
tions will detailCokace functions, its architecture and its interest
for knowledge modelling.

3 COKACE OVERVIEW

3.1 CML

The BNF definition and the principles of CML are detailed in [21].
A CML program defines anexpertise-model made of domain-
knowledge, inference-knowledge, task-knowledge, and problem-
solving-method-knowledge.Domain-knowledge can include ontolo-
gy definition, ontology-mapping definition, and domain-model de-
scription. Anontology comprises a terminology (i.e. made of (a) de-
scriptions of concepts, attributes, relations and expressions, (b) syn-
onyms, (c) sources and (d) translation), definitions and can import
other ontologies. Adomain model uses an ontology and can com-
prise properties, expressions and annotations.Inference-knowledge
includes input-roles, output-roles, static-roles, and the inference-
specifications. The inference level describes the elementary infer-
ence steps that can be conducted on domain knowledge.Task-knowl-
edge comprises task-definition (i.e. goal, input and output of the
task) and task-body (i.e. task type, decomposition into subtasks, its
control structure, and possibly assumptions). The task level de-
scribes the control level that directs inferences.Problem-solving-
method-knowledge describes the problem-solving-method inputs
and outputs, competence specification, decomposition, control
structure, and acceptance criteria.

3.2 Cokace architecture

TheCokace environment generated byCentaur is aimed at being
used by a KE in order to build, verify and evaluate CML expertise
models. As shown in figure 1,Cokace offers him the following sup-
port: (1) astructured editor, that helps the user to write syntactically
correct CML programs, (2) atype-checker, that helps him to check

CENTAUR

Syntax of CML

Static semantics

of CML

Dynamic semantics

of CML

generates

Structured editor

Type-checker

Interpreter

COKACE

programmer CML user

Figure 1.  Generation ofCokace throughCentaur

(i.e. the authors of this article)

uses uses

(i.e. a knowledge engineer)

the typing in CML programs, (3) and aninterpreter, that helps him
to run or simulate (parts of) CML programs.

3.3 Cokace structured editor

TheCokace structured editor for CML was generated byCentaur
thanks to the CML syntactic definitions we provided. It suppliespat-
tern-directed edition by means of generic statement patterns includ-
ing so-called meta-variables. For example, if the user asks to create
a new concept, the structured editor will introduce this pattern:

concept CNAME1 ;
TERMINOLOGY1

    sub-type-of : CNAME ;
    properties :
        PNAME1 : TYPE1 ;
            CARD1
            DIFF1
            DEFAULT1
    AXIOMS1
end concept

The user can then progressively construct his concept by instan-
tiating the meta-variables appearing in this pattern: CNAME1,
TEXT1, etc. When the user clicks on such a meta-variable, the editor
shows the possible generic patterns that may instantiate it. Then if
the user clicks on one of the proposed patterns, the editor replaces
the meta-variable by the pattern.The possible patterns that may be
introduced depend on the current editing context andCokace pro-
poses only adequate patterns. For example, while the user edits the
terminology part of an ontology, the editor proposes:concept, rela-
tion, expression andattribute patterns. The user can also visualize all
the occurrences of a selected item, for example all occurrences of dy-
namic roles:

dyn_role
     initial_complaint -> complaint ;
     hypothesis -> state ;
     consistent_hypothesis -> state ;
     evidence -> set(manifestation) ;

He can then replace his current selection in the editor (e.g. here,
a dynamic role) by one of the shown occurrences. He can also local-
ize a selected occurrence in the CML program. The structured editor
also offers structured cut, copy & paste editing.

As a conclusion,Cokace provides a support for structured edi-
tion of CML syntactically correct programs. An interesting property
of Centaur is that all these interactive structured editing tools were
automatically generated, thanks to the specifications of the CML
language.

3.4 Cokace type-checker

While the editor provides the user with syntactic help in order to
write syntactically correct programs, the user also needs a semantics
support in order to verify his expertise models. The type-checker of-
fers suchstatic semantics checking. It checks all that can be statically
checked at definition time, in contrast with run time checking. Type-
checking participates in early validating the expertise model while
remaining at the CML level. It is possible to verify expertise at a con-
ceptual level, before any implementation choice is made. The type-
checker operates on the abstract syntax tree of the CML program.
Designed asa set of natural semantics inference rules, it is run by
theCentaur logical inference engine.

The type-checker verifies that all the references included in the
CML expertise model only concern already defined entities. For ex-
ample are the super-types of a concept defined? Are the referred at-
tributes already defined? Are the concepts, attributes and relations
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referred in a domain model, defined in an ontology? The type-check-
er also performsinheritance checking. That is, if a referred attribute
is not defined at the level of a concept,Cokace checks whether the
attribute is inherited from its super-types. Domain model expres-
sions are type-checked and themapping between inference and do-
main layers is also checked. Signature mismatches are also checked
on task and inference calls. Errors are detected and pointed out by
means ofactive messages. When the user clicks on an error message,
Cokace scrolls the editor containing the erroneous program on the
line where the error occurs and highlights the guilty statement.

Thus,static type-checking ensures the internal coherence of the
knowledge described in the CML expertise model.

3.5 Cokace interpreter

The Cokace environment also enables the KE to run (parts of) an
expertise model in order toearly simulate reasoning with the mod-
elled expertise, in presence of the expert, for evaluation purposes.
Such reasoning is performed at a conceptual level, without commit-
ting to an implementation.

3.5.1. Inference engines

Domain models (e.g. causal model...) are sometimes stated by rules
such as causal or behavioural rules. In such cases, it is possible to
simulate reasoning by considering those rules as production rules.
Therefore, we developedinference engines that operate on such
rules by backward and forward chaining. The user selects the appro-
priate inference engine by means of theoperation-type keyword as-
sociated to the inference. For example, in the following inference,
the KE exploits a backward inference engine to generate all the hy-
potheses relevant to explain a fault.

inference cover
    operation-type : backward ;
    input-roles : initial_complaint -> complaint ;
    output-roles : hypothesis -> set(state) ;

static-roles : potential_cause ->
                      cause in causal_model ;

3.5.2. Control language

As the standard CML task control structure consisted only of text,
we extended it by proposing acontrol language over inference and
task calls,in the spirit of the examples given in [21]. This control
language provides variable passing and control operator such as se-
quence, conditional and loop. The control language also offers recur-
sive task calls. The interest of this control language is thatit enables
a deeper verification and evaluation through the simulation of the
task.

3.5.3. Simulating tasks or inferences

The interesting point is that the interpreter can not only run a task but
also directly run aninference when given correct inputs. So, it is pos-
sible to conduct computer-aided expertise model validation, as the
user can test several inferences over specific domain models. For ex-
ample, the user can askCokace to check all the consequences of a
fault, to compute the possible diagnoses of a complaint, etc. The user
can launch a reasoning by means of such a request as:

cover(engine_does_not_start = true)

where cover is the name of an inference (resp. a task) and
engine_does_not_start = true is a correct input for this infer-
ence (resp. task).

The following example shows atest diagnosis task:

task test ;
task-definition
    goal : "test a potential solution" ;
    input : hypothesis : "potential solution" ;

data : "observation obtained from user";
    output : hypothesis: "solution" ;
task-body
    type : primitive ;
    sub-tasks : establish ;

additional-roles : consistent_hypothesis :
"output role of the establish inference" ;

    control-structure :
      test(h:hypothesis, d:data -> h:hypothesis)

= establish(h:hypothesis, d:data ->
h:consistent_hypothesis);

Its simulation, with a hypothesis and user data given as input pa-
rameters, allows to verify that its control structure is satisfied: ade-
quate call to theestablish inference, with parameters, respecting the
input and output roles specified in this inference.

In conclusion,the KE and the expert can check and evaluate ex-
pertise at the knowledge level by simulating CML expertise models.

4 DISCUSSION

In comparison with the tools dedicated to the KADS method such as
KADS-Tools [9], or Open-KADS [5], our originality is (1) the ex-
ploitation of theCentaur system and of all its syntactic and semantic
verification abilities, (2) our relying on the CML language.

With respect to related research on validation during knowledge
acquisition phase, the possibility to simulate CML expertise models
directly, seems rather original. It can be compared to the software
support offered by the TheME tool for formalizing an expertise
model [2], for the construction and validation of a formal model. In

Si(ML)2 [26], an interpreter for a subset of (ML)2 allows an interac-
tive simulation. CML is generally considered as an informal lan-
guage (a "semi-formal language", according to its designers): it al-
lows to describe informal but highly structured expertise models. Its
informal feature may be considered as making easier communica-
tion between the KE and the expert. But the need to avoid informal
language ambiguities and to operationalize CML expertise models
has lead researchers to propose a translation of CML into a formal

language such as (ML)2 [1,28]. Guidelines help to build an (ML)2

formal specification from an informal CML expertise model [1]. In
our approach, the KE needs not build a formal model from an infor-
mal CML model: he works on his CML expertise models and bene-
fits from verification capabilities directly on this model. Moreover,
he has no specific programming work: we already did this work by
describing CML syntax and semantics inCentaur and by writing
adequate inference engines1. Then, all verification abilities are auto-
matically provided byCentaur. However, the general guidelines
stressed in [1] are still useful, of course.

Our work shows an example of benefit knowledge engineering
can get from SE technologies: SE tools can help to design/develop
knowledge engineering environments. Such link between knowl-
edge engineering and SE is more and more emphasized [12], in par-
ticular in research on formal methods for knowledge engineering:

(ML)2, KARL [7], DESIRE [15], KBSSF [13], CERISE [29].

1.Our work on operational semantics of CML and on the control language,
could be considered as a way to formalize CML.
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5 CONCLUSION

The Cokace prototype shows how an advanced SE environment
such asCentaur can be exploited to design and build an environ-
ment for expertise modelling within the CommonKADS framework.
We thus developed a set of tools dedicated to CML language: a
structured editor, a type-checker and an interpreter. The resulting en-
vironment helps the KE to design and early validate/verify CML ex-
pertise models without committing to implementation choices: he
can remain at the knowledge level.

An application is currently under progress inCokace onmedical
expertise in breast cancer prognosis and therapy: Cokace was al-
ready tested on a simple example of CML program in this field and
at present, a more complete CML expertise model in this domain is
being developed usingCokace [19]. Experiments will also be car-
ried out in order to implement parts of the CommonKADS generic
modelling library withinCokace. It will enable to check the correct-
ness of the CML descriptions of the CommonKADS library generic
models [4].

We will implement and test more complex inference engines.
Centaur can also be used to compile CML into a target language
(such as Prolog), or into a knowledge representation formalism. We
currently exploit this feature, in order to operationalize CML exper-
tise models into Sowa’s conceptual graphs [23], so that a conceptual-
graph-based tool can manage the knowledge thus represented at the
symbol level.
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