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Abstract. With the growing number of three-dimensional protein struc-
tures in the protein data bank (PDB), there is a need to annotate these
structures at the domain level in order to relate protein structure to
protein function. Thanks to the SIFTS database, many PDB chains are
now cross-referenced with Pfam domains and Gene ontology (GO) terms.
However, these annotations do not include any explicit relationship be-
tween individual Pfam domains and GO terms. Therefore, creating a
direct mapping between GO terms and Pfam domains will provide a
new and more detailed level of protein structure annotation. This arti-
cle presents a novel content-based filtering method called GODM that
can automatically infer associations between GO terms and Pfam do-
mains directly from existing GO-chain/Pfam-chain associations from the
SIFTS database and GO-sequence/Pfam-sequence associations from the
UniProt databases. Overall, GODM finds a total of 20,318 non-redundant
GO-Pfam associations with a F-measure of 0.98 with respect to the In-
terPro database, which is treated here as a “Gold Standard”. These as-
sociations could be used to annotate thousands of PDB chains or protein
sequences for which their domain composition is known but which cur-
rently lack any GO annotation. The GODM database is publicly available
at http://godm.loria.fr/.

Keywords: Protein Structure, Protein Function, Gene Ontology, Content-
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1 Introduction

Proteins carry out many important biological functions. At the molecular level,
these functions are often performed by highly conserved regions called “do-
mains”. Currently, the Pfam database is one of the most widely used sequence-
based classifications of protein domains and domain families [1]. Protein domains
may also be considered as building blocks which are combined in different ways



in order to endow different proteins with different functions. A given Pfam do-
main might exist in several different proteins. It is widely accepted that protein
domains often correspond to distinct and stable three-dimensional (3D) struc-
tures, and that there is often a close relationship between protein structure and
protein function [2]. The Protein Data Bank (PDB) [3, 4] contains more than
107,000 3D structures, that have been determined by X-ray crystallography or
NMR spectroscopy. As well as sequence-based and structure-based classifica-
tions, proteins may also be classified according to their function. For example,
the Gene Ontology (GO) [5] organizes a controlled vocabulary describing the
biological process (BP), molecular function (MF), and cellular component (CC)
aspects of gene annotation. It provides an ontology of defined terms to unify
the representation of the gene and protein roles in cells. The GO vocabulary
is structured as a rooted Directed Acyclic Graph (rDAG) in which GO terms
are nodes connected by different hierarchical relations. Each GO term within
the gene ontology has a term name, a distinct alphanumeric identifier, and a
namespace indicating to which ontology it belongs.

Although the GO is very useful, it does not generally provide a direct relation-
ship between biological function and a (sequence-based) Pfam domain. Figure 1
illustrates the different kinds of relationships that can occur when considering
GO-protein annotations at the domain level. Except for simple single-domain
proteins where the mapping is obvious, it is generally not possible to compare
and classify structure-function relationships at the domain level. An interesting
exception is the dcGO database which provides multiple ontological annotations
(Gene Ontology: GO, EC, pathways, phenotype, anatomy and disease ontolo-
gies) for protein domains [6]. In dcGO, an association between an ontology term
and a domain is inferred from the principle that if a term tends to be attached to
proteins in UniProtKB that contain a certain domain, then the term should be
associated with that domain. For each Pfam domain, dcGO compares the num-
ber of Uniprot sequences containing that domain and annotated with a certain
GO term to what could be obtained if association was random. The statistical
significance of the association is then assessed using a hypergeometric distribu-
tion, followed by multiple hypotheses testing in terms of false discovery rate.
Only significant associations are retained in the dcGO database.

Nonetheless, we found that there are several GO-Pfam associations from
manually curated data sources (e.g. InterPro) which are not present in dcGO.
Moreover, based on our previous ECDomainMiner approach [7, 8] to discover
associations between EC numbers and protein domains, we found that there are
many reliable EC-Pfam associations which are not covered by dcGO. Further-
more, there are thousands of protein structures in the PDB which lack GO anno-
tations. If there is a direct association between protein domains and GO terms,
these structures can be annotated through their associated domains. Based on
our analysis, we estimated that dcGO associations can only annotate 43% of the
unannotated PDB structures. Therefore, we were motivated to develop a more
systematic approach, which we call “GODM” (“GO Domain Miner”), with the
aim of discovering a much larger set of GO-domain associations than dcGO.



GODM uses a “recommender-based” approach for finding direct associa-
tions between GO terms and Pfam domains. We recently developed a similar
recommender-based approach called “ECDomainMiner” for assigning enzyme
classification (EC) numbers to Pfam domains (manuscript accepted) [8]. Thus,
the GODM approach described here represents a natural extension of our pre-
viously developed ECDomainMiner approach. Recommender systems are a sub-
class of information filtering system [9, 10] which seek to predict a list of items
that might be of interest to an on-line customer, and are divided into two main
types. Collaborative filtering approaches make associations by calculating the
similarity between activities of users [11, 12]. In contrast, content-based filters
predict associations between user profiles and description of items by identifying
common attributes [10, 13]. Here, we use content-based filtering to associate GO
terms with Pfam domains from existing GO-chain and Pfam-chain associations
from SIFTS [14], and GO-sequence and Pfam-sequence associations from Swis-
sProt and TrEMBL. As well has handling simple one-to-one associations as in
dcGO (Figure 1 part A), GODM can also resolve cases where multiple GO terms
are associated with multi-domain chains (Figure 1 parts B, C, and D).

Fig. 1. A graphical representation of different situations of GO-Domain association in
a protein sequence or structure.

While SwissProt and TrEMBL were originally developed separately, both
databases have since been incorporated in the UniProt resource. SwissProt now
represents a non-redundant, high quality, manually curated part of UniProt
Knowledge Base (UniProtKB). In contrast, TrEMBL is an automatically an-
notated and unreviewed part of UniProtKB, and contains around 40 times more
entries than SwissProt. In order to parameterise and evaluate our method, we
use the InterPro database [15] which contains a large number of manually cu-
rated GO-Pfam associations. We assess the performance of our approach against
a “Gold Standard” dataset derived from InterPro, and we compare our results



with the GO-Pfam associations available from the dcGO database. We also show
how our database of more than 20,000 GO-Pfam associations for molecular func-
tion ontology can be exploited for automatic annotation purposes.

2 Methods

2.1 Data Preparation

Flat data files of SIFTS (July 2015), Uniprot (July 2015), and InterPro (ver-
sion 53.0) were downloaded and parsed using in-house Python scripts. From
the SIFTS data, associations between PDB chains and GO terms, and associa-
tions between PDB chains and Pfam domains were extracted in which each GO
term is a leaf in the hierarchy of the Molecular Function ontology (GO-MF) and
each Pfam refers either to a Pfam domain or a Pfam family (i.e. Pfam motifs
and repeats were excluded). Associations between Uniprot sequence accession
numbers (ANs) and GO terms from molecular function ontology, and AN-Pfam
associations were then extracted from the SwissProt and TrEMBL sections of
Uniprot to give two datasets of Swissprot associations and TrEMBL associations,
respectively. Then, based on the evidence code of the GO term, associations in
SwissProt and TrEMBL datasets were divided into two groups namely, associa-
tions for which GO terms were assigned in UniProtKB by manual curation, and
Inferred from Electronic Annotation (IEA). These four datasets are subsequently
called Swissprot, Swissprot-IEA, TrEMBL, and TrEMBL-IEA. Note that there
are no evidence codes in the SIFTS.

To reduce bias due to the various numbers of identical sequences and se-
quences of chains in the five source datasets, all PDB chains and Uniprot se-
quences were grouped into clusters having identical sequences using the Uniref
non-redundant cluster annotations [16]. Each cluster was assigned a unique
identifier (CID), and the source GO-chain and GO-AN associations were then
mapped to the corresponding cluster in order to make five sets of GO-CID asso-
ciations. A similar mapping was applied to the source Pfam-chain and Pfam-AN
associations to make five sets of Pfam-CID associations.

For the InterPro reference data, we extracted a total of 1,561 GO-Pfam asso-
ciations in which each GO term is a leaf node of the molecular function ontology
and each Pfam refers to either a Pfam domain or a Pfam family. These asso-
ciations were considered to be “true” associations. However, for training and
filtering purposes, we also needed some examples of “false” associations. We
therefore selected a set of the lowest-scoring GO-Pfam associations with the
same size as InterPro dataset from the other datasets. These associations have
to belong to at least two out of five datasets with no intersection with InterPro
dataset. Because these associations have very little support in the data, we con-
sider them to be “false” associations. Then, we randomly divided the InterPro
dataset and our calculated “false” associations into two “Training” and “Test”
subsets of the same size (each having half of the “true” and “false” associations).
These two subsets were used for training and evaluation purposes respectively.



In the rest of this article, we will refer to the InterPro dataset as our “Gold
Standard” dataset.

2.2 Finding GO-Pfam Associations by Content-Based Filtering

For each of the five datasets, all GO-CID relations are encoded in a binary
(GO × CID) matrix, where a 1 represents the presence of a GO annotation
and a 0 represents no annotation. This matrix is then row-normalised such that
each row has unit magnitude when considered as a vector. Similarly, all CID-
Pfam relations are encoded in a second binary (CID × Pfam) matrix which is
column-normalised. Consequently, calculating the product of the two normalised
matrices corresponds to calculating a matrix of cosine similarity scores between
the rows of the first matrix and the columns of the second matrix. Thus, the
product matrix represents an array of raw GO-Pfam association scores. Because
we wish to draw upon the relations from all five input datasets, we combine the
five scores to give a single normalized confidence score (CS):

CSgo,d =

∑
i wiSi(go, d)∑

i wi
(1)

where i ∈ {SIFTS, Swissprot, Swissprot-IEA, TrEMBL, TrEMBL-IEA} enu-
merates the five datasets, wi are weight factors, to be determined, and where an
individual association score, Si(go, d) is set to zero whenever there is no data for
a given go and d. In order to calculate the weight factors, we calculated Receiver-
Operator-Characteristic (ROC) curves [17] using the true associations from the
Interpro Training set and all other associations as background associations. The
weights were varied from 0.0 to 1.0 in steps of 0.1, and for each combination,
associations were scored and ranked, and area under the curve (AUC) was cal-
culated. Finally, we selected the combination of weights that gave the best area
under the curve (AUC) of the ROC curve.

2.3 Defining a Confidence Score Threshold

Having determined the best weight for each data source, we next wished to de-
termine a threshold for the confidence score. We scored and ranked the members
of the training set of InterPro, and we divided the ranked list into two subsets
according to a threshold value that was varied from 0.0 to 1.0 in steps of 0.01.
For each threshold value, we counted the number of true associations above the
threshold, here called true positives (TPs), false associations above the thresh-
old, false positives (FPs), false associations below the threshold, true negatives
(TNs), and true associations below the threshold, false negatives (FNs). We then
calculated the “F-measure” which is a harmonic mean of recall and precision us-
ing:

F =
2× TP

2× TP + FP + FN
(2)

The score threshold that gave the best F-measure was confirmed by verifying that
the F-measure calculated on the Test dataset is also very high. This threshold was
thus selected as the best threshold to use for accepting predicted associations.



2.4 Hypergeometric Statistical Analysis

While the above procedure provides a systematic way to infer GO-Pfam asso-
ciations, we wished to estimate the statistical significance, and thus the degree
of confidence, that might be attached to those predictions. More specifically, we
wished to calculate the probability, or “p-value”, that a GO term and a Pfam
domain could be found to be associated simply by chance. For example, it is
natural to suppose such associations can be predicted at random if go or d are
highly represented in the structure/sequence CIDs. In principle, in order to esti-
mate the probability of getting our GO-Pfam associations by chance, one could
generate random datasets by shuffling the relations between GO terms and CIDs
on the one hand, and between Pfam domains and CIDs on the other hand. How-
ever, this is quite impractical given the very large numbers of CIDs, GO terms,
and Pfam domains, and the complexity of the filtering procedure that would
have to be repeated for each shuffled version of the dataset. Therefore, follow-
ing [6], we assume that within each dataset (SIFTS, Swissprot, Swissprot-IEA,
TrEMBL, or TrEMBL-IEA), the random hypothesis for the (go, d) association is
represented by the hypergeometric distribution of the expected number of CIDs
associated with both go and d.

Letting N denote the total number of CIDs, Nd the number of CIDs related
to the Pfam domain d, and Ngo the number of CIDs related to the GO term go,
the hypergeometric probability distribution is given by

p(Xgo,d > Kgo,d) =

∑min (Nd,Ngo)
i=Kgo,d

(
Ngo

i

)(
N−Ngo

Nd−i

)(
N
Nd

) , (3)

where p(Xgo,d > Kgo,d) represents, in each dataset, the probability of having
a number Xgo,d equal to or greater than the observed number Kgo,d of CIDs
associated with both d and go. Traditionally, a p-value of less than 0.05 is taken
to be statistically significant. However, because this test is applied to a large
number of GO-Pfam associations, we apply a Bonferoni correction which takes
into account the so-called family-wise error rate (FWER) [18]. We therefore con-
sider any p-value less than 0.05/T as denoting a statistically significant inferred
GO-Pfam association in a dataset, with T the total number of tested GO-Pfam
associations for that dataset.

2.5 Gold, Silver, And Bronze Associations

In order to differentiate associations based on their quality and reliability, our
method categorizes associations into three classes of “Gold”, “Silver”, and “Bronze”
using their calculated similarity scores and p-values. An association belongs to
the Gold class if all its available p-values are statistically significant. The Sil-
ver class consists of associations for which the number of statistically significant
p-values among the five datasets is greater than or equal to the number of statis-
tically insignificant p-values (e.g. GO-Pfam is a Silver associations if its p-values



are significant in SIFTS, SwissProt, and TrEMBL-IEA). The remaining associ-
ations are assigned to the Bronze class. An illustration of the whole procedure
is shown in Figure 2.

Fig. 2. A schematic overview of the GODM procedure.

3 Results

Our method takes as input five large datasets of GO-chain associations from
SIFTS, and GO-sequence associations from SwissProt, SwissProt-IEA, TrEMBL
and TrEMBL-IEA as well as five large datasets of Pfam-Chain and Pfam-sequence
associations. These source datasets were merged to give a global dataset of
1, 161, 372 non-redundant GO-Pfam associations. The Training dataset consist-
ing of 1,560 “true” and “false” GO-Pfam associations. The best ROC-plot AUC
value of 0.99 was obtained with the weights wSIFTS = 10, wSwissProt = 1,
wSwissProt−IEA = 10, wTrEMBL = 1, and wTrEMBL−IEA = 8. These weights
clearly give a greater importance to the GO-Pfam associations from SIFTS
and the IEA (Inferred from Electronic Annotation) section of SwissProt and
TrEMBL compared to those derived from TrEMBL and the manually curated
section of SwissProt.

In order to reduce the number of false associations predicted by our approach
(and not just to simply optimise the overall AUC performance), various threshold
values of the confidence score (using the above weights) were tested on the



Training dataset using the F-measure (Section 2.3) with respect to the number of
true and false associations having scores above or below the threshold. This gave
an optimal threshold score of 0.01 for a maximum F-Measure of 0.99. Applying
this threshold to the Test dataset yielded a recall value of 0.965 and a precision
value of 1.0 to give a F-measure of 0.98. This threshold was then used to filter
GO-Pfam associations from the merged dataset according to their confidence
score. It is worth noting that if the ranked list of Test associations is evaluated
with respect to the median rank (since the dataset contains equal numbers of
true and false instances), our scoring function gives recall and precision values of
0.965, and thus a F-measure of only 0.965. This shows that using the chosen score
threshold provides an objective way to achieve high recall with good precision
(i.e. a low rate of false positive associations).

3.1 Analysis of Calculated GO-Pfam Associations

The summary of our calculated GO-Pfam associations are shown in Table 1.
This table shows the numbers of GO-Pfam associations along with the numbers
of distinct GO terms and Pfam entries involved in those associations for the five
source datasets, our merged global dataset before and after filtering (the latter
corresponding to our “GODM” GO-Pfam associations), and for the InterPro
dataset of true associations. The overlap between these two last datasets is shown
in the last line of the table.

Dataset GO-Pfam associations GO terms Pfam entries

SIFTS 10,064 2,763 3,370
SwissProt 22,435 4,220 4,669
SwissProt-IEA 28,982 3,228 4,469
TrEMBL 22,031 2,766 3,613
TrEMBL-IEA 1,136,711 4,254 9,342
Merged 1,161,372 5,510 9,929
InterPro 1,561 591 1,390
Our Associations (GODM) 20,318 5,047 6,154

Common with InterPro 1,519 586 1,362

Table 1. Statistics on the given and our result GO-Pfam associations.

Overall, Table 1 shows that our approach yielded a total of 20, 318 GO-Pfam
associations that include 1, 519 associations already present in InterPro. While
this shows that our method finds 97.3% of the “correct” GO-Pfam associations
in InterPro, it also shows that only 2.7% of the correct InterPro associations have
confidence scores below our optimal score threshold of 0.01. This relatively high
proportion of common associations reflects the fact that our method is designed
to give relatively strong support (Confidence Score) to the correct associations
in InterPro based on the five input sources.



3.2 Comparison Between our GODM and InterPro GO-Pfam
Associations

Figure 3 (A) shows the average number of GO-Pfam associations per GO term
and Pfam entry both for InterPro (shown in grey) and our calculated GODM
dataset (in black). The ratio for our method is higher for GO terms (4.03 versus
2.64) and Pfam entries (3.3 versus 1.12), which reflects: i) a significant enrich-
ment in the annotation of Pfam domains; and ii) participation of Pfam domains
in different functions as either a single domain or a part of a complex.

Figure 3 (B) shows the distribution of GO terms (in grey) and Pfam entries
(in black) according to the number of associations they are involved in. More
than 1,800 GO terms and 2,500 Pfam entries are involved in single associations,
i.e. associated with a single Pfam domain and a single GO term respectively.
Intersection of these single association sets yields a list of 135 one-to-one GO-
Pfam associations. Nevertheless, the distribution also shows that our collection of
associations rather favours multiple associations, thereby reflecting the complex
many-to-many relationships that exist within the original datasets.

Fig. 3. A: average number of GO-Pfam associations per GO terms and per Pfam entry
for the InterPro (grey) and our calculated GODM (black) datasets. B: distribution
of GO terms according to their numbers of associations with Pfam entries (grey).
distribution of Pfam entries according to their numbers of associations with GO terms
(black).

3.3 Comparing GODM and dcGO GO-Pfam Associations

In order to compare our results with dcGO [6], we extracted the Pfam2GO as-
sociations from the dcGO website (http://supfam.org/SUPERFAMILY/dcGO)
where GO terms are leaves in the MF hierarchy of GO terms. This Pfam2GO
dataset includes 3,086 GO-Pfam associations. Figure 4 shows that a total of 2,401
GO-Pfam associations are common to dcGO and our results (overlap B) while
only 404 GO-Pfam associations are common between InterPro and dcGO (over-
lap C). Furthermore, this comparison shows that our GODM dataset contains
17,917 (20,318-2,401) additional GO-Pfam associations that are not available in
the dcGO dataset. In a more detailed analysis, the overlap between the GODM



and Pfam2GO datasets was studied with respect to our three quality classes.
As summarized in the Table 2, the overlap between two datasets contains 1,621,
600, and 180 Gold, Silver, and Bronze associations, respectively.

Fig. 4. Venn diagram showing the intersection between Pfam2GO (3,086 associations)
from dcGO, our GODM associations (20,318 associations), and manually curated asso-
ciations (1,561 associations) from InterPro. Region A (1,519 associations) is the overlap
between our result and InterPro associations. Region B (2,401 associations) is the com-
mon associations between our result and Pfam2GO. Region C (404 associations) is the
overlap between Pfam2GO and InterPro associations.

Dataset GODM Overlap with
Pfam2GO InterPro

Gold 9,771 1,621 922
Silver 4,280 600 455
Bronze 6,267 180 72

Total 20,318 2401 1,519

Table 2. Overlap between associations in GODM classes, Pfam2GO of dcGO, and
InterPro.

3.4 Annotating PDB Chains with GO terms

Our analysis of the July 2015 release of the SIFTS database reveals that some
41% of PDB entries currently lack a leaf GO term annotation. More specifically,
we found that a total of 48,409 PDB chains lacking GO annotations in SIFTS
include at least one of the 6,154 Pfam domains present in our calculated GODM
associations. For those chains, GODM finds 19,371, 7,176 and 12,530 Gold, Sil-
ver, and Bronze GO-Pfam associations, respectively, giving a total of 39,077
PDB chains that could benefit from the annotations inferred by GODM. More-
over, 153 PDB chains could benefit from non ambiguous one-to-one GO-Pfam
associations.

To give an example, GODM finds a Gold association between PF03018
(Dirigent-like protein) and GO term GO:0042349 (“Guiding stereospecific syn-



thesis activity”). Interestingly, the PF03018 domain is present in the PDB chain
4REV A (“Structure of the dirigent protein DRR206”) which is not annotated
by any GO term from the molecular function ontology. Consequently the GODM
recommendation is to annotate the 4REV PDB entry with GO:0042349 term,
which explicitly describes the possible function of this protein. Another example
is PDB structure 2YRB, which is described only as “the solution structure of
the first C2 domain from human KIAA1005 protein”, and for which its previ-
ously assigned Pfam domain (PF11618) is annotated as a “protein of unknown
function (DUF3250)”. In this case, GODM finds a Gold association between
PF11618 and GO:0031870 (thromboxane A2 receptor binding) thus indicating
that this structure could be annotated with that GO term.

4 Conclusion

We have presented a systematic content-based filtering approach for assigning
GO terms to protein domains and then categorizing those associations by a
statistical method. This was achieved by first collecting existing annotations of
protein chains or sequences, namely Pfam domain compositions on one hand and
GO-MF leaf term annotations on the other.

We then applied the content-based filtering method to find a list of direct
associations between GO-MF leaf terms and Pfam domains. Our approach is
able to infer a total of 20,318 direct GO-Pfam associations. Thus, compared to
the 1,561 manually curated GO-Pfam associations from InterPro database, our
approach discovers over 13 times as many associations in a completely auto-
matic way. We have also proposed some possible ways to further analyze the
coverage of the our approach. We believe that the large numbers of GO-Pfam
associations calculated using our approach can considerably contribute to en-
riching the annotations of PDB protein chains, and that this will facilitate a
better understanding and exploitation of structure-function relationships at the
protein domain level.
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